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ABSTRACT: Climate models and observations robustly agree that Earth’s clear-sky longwave feedback has a value of
about —2 W m~2 K1, suggesting that this feedback can be estimated from first principles. In this study, we derive an
analytic model for Earth’s clear-sky longwave feedback. Our approach uses a novel spectral decomposition that splits the
feedback into four components: a surface Planck feedback and three atmospheric feedbacks from CO,, H,O, and the H,O
continuum. We obtain analytic expressions for each of these terms, and the model can also be framed in terms of Simpson’s
law and deviations therefrom. We validate the model by comparing it against line-by-line radiative transfer calculations
across a wide range of climates. Additionally, the model qualitatively matches the spatial feedback maps of a comprehen-
sive climate model. For present-day Earth, our analysis shows that the clear-sky longwave feedback is dominated by the
surface in the global mean and in the dry subtropics; meanwhile, atmospheric feedbacks from CO, and H,O become im-
portant in the inner tropics. Together, these results show that a spectral view of Earth’s clear-sky longwave feedback eluci-
dates not only its global-mean magnitude, but also its spatial pattern and its state dependence across past and future
climates.

SIGNIFICANCE STATEMENT: The climate feedback determines how much our planet warms due to changes in
radiative forcing. For more than 50 years scientists have been predicting this feedback using complex numerical models.
Except for cloud effects the numerical models largely agree, lending confidence to global warming predictions, but no-
body has yet derived the feedback from simpler considerations. We show that Earth’s clear-sky longwave feedback can
be estimated using only pen and paper. Our results confirm that numerical climate models get the right number for the
right reasons, and allow us to explain regional and state variations of Earth’s climate feedback. These variations are dif-
ficult to understand solely from numerical models but are crucial for past and future climates.
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1. Introduction provide definitive support for the value of —2 W m™2 K™! de-
rived from observations and climate models. It would also allow
us to understand the state dependence of Ay w: at warm enough
temperatures Earth’s atmosphere transitions to a runaway state,
in which Apw becomes zero or even changes sign, but it is un-
clear how Apw varies between today’s value and the runaway
limit. Similarly, there is a long-standing interest in using paleo-
climate proxies to constrain present-day climate sensitivity
(Tierney et al. 2020), but this effort suffers from uncertainty re-
garding the state dependence of climate feedbacks (Meraner
et al. 2013; Bloch-Johnson et al. 2015). Finally, geographic varia-
tion in feedbacks and their importance for the so-called pattern
effect is an ongoing topic of research (Armour et al. 2013;
Andrews et al. 2015, 2018), but if A;w has state dependence
then that dependence should also influence the spatial pattern
of ALw. For example, if the global-mean A;w was different in
past climates due to changes in the global-mean surface temper-
ature, then present-day Ay w should show regional variation due
to Earth’s surface temperature pattern, suggesting a close link
between state dependence and spatial dependence of Ay yy.

One of the earliest models for A w was proposed by Simpson
(1928a), who found that an atmosphere that is optically thick due
to water vapor would have a clear-sky longwave feedback that is
Corresponding author: Daniel D. B. Koll, dkoll@pku.edu.cn approximately zero, suggesting Earth should be in a runaway

Earth’s climate sensitivity is a crucial factor in understanding
and predicting climate change. While uncertainty in climate sensi-
tivity is dominated by cloud feedbacks, the magnitude of climate
sensitivity is largely set by the clear-sky longwave feedback Ay vy.
Early studies estimated A w to be —22 to —23 W m > K™
(Manabe and Wetherald 1967; Budyko 1969). These estimates
were impressively close to the current best estimates from climate
models and observations, which agree on a fairly narrow range
for Apw of about —1.8t0 —22 Wm 2K ™! (Andrews et al. 2012;
Chung et al. 2010; Kluft et al. 2019; Zhang et al. 2020; Zelinka
et al. 2020). By contrast, the recent Sherwood et al. (2020) assess-
ment estimated the total cloud feedback to be both smaller in
magnitude and less certain at +0.45 + 033 Wm 2K L.

The robustness of the clear-sky longwave feedback suggests
that one should be able to understand and describe its govern-
ing physics in fairly simple form. A simple model for A; w would
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greenhouse. Although this early model was abandoned by
Simpson (1928b) as being overly simplistic, Ingram (2010)
resolved the Simpsonian “paradox” by separating out the
parts of Earth’s outgoing radiation spectrum that are opti-
cally thick due to water vapor (and for which Ay is approxi-
mately zero) from the optically thin “window” region. Koll
and Cronin (2018) subsequently quantified Ingram’s argu-
ment: using fixed relative humidity (RH), single-column calcu-
lations they argued that for present-day Earth the clear-sky
longwave feedback is dominated by the surface:

/\LW ~ /\surf' (1)

Here Ayt is the surface Planck feedback, which is smaller
than a blackbody’s feedback because greenhouse gases block
the surface’s emission outside the spectral window. Mean-
while, the atmosphere itself contributes less to Apw in the pre-
sent climate, and so to first order its contribution can be ignored.
It follows that atmospheric feedback terms which are often the
focus of climate model or observational analyses—the atmo-
spheric component of the Planck feedback, the lapse rate feed-
back, and the water vapor feedback—roughly cancel (Koll and
Cronin 2018; Jeevanjee et al. 2021a).

The match between Apw and the surface Planck feedback
Asurt in Eq. (1) is not exact, however. Follow-up work found
that Ag,,r only accounts for 50%-90% of Apw in different re-
gions, with about 60% in the global mean (Raghuraman et al.
2019; Feng et al. 2023), implying a gap in the argument of
Koll and Cronin (2018). Similarly, Seeley and Jeevanjee
(2021) showed that in hot, high-CO, climates Ag,t becomes
negligible yet Apw does not go to zero. As the surface warms
the atmosphere is still able to increase its emission to space in
spectral regions that are dominated by CO,. This emission
mostly comes from the upper atmosphere, and gives rise to a
spectral CO, “radiator fin” feedback. The existence of a CO,
feedback means A w must depend on CO, concentration, and
thus must have CO, state dependence. Moreover, the CO,
feedback has to depend on the atmospheric lapse rate: if the
atmosphere was isothermal with zero lapse rate, CO,’s forcing
and feedback would both have to be zero, in line with previ-
ous work which tried to quantify the dependence of CO, forcing
on the lapse rate (Huang and Bani Shahabadi 2014; Dufresne
et al. 2020), even if the details of the forcing mechanism are still
disputed (Seeley 2018; Romps et al. 2022). So while the “surface-
only” feedback picture from Koll and Cronin (2018) gives a
reasonable first-order approximation to Apyw, more terms are
needed to describe Apw quantitatively.

In this study, we aim to derive a simple model of Earth’s
feedback that can quantitatively capture the magnitude of
ALw as well as its state dependence and regional variations.
The model decomposes Ay into the surface Planck feedback
(Asurf) plus three atmospheric terms: a CO, band feedback
(/\CO ), a non-Simpsonian water vapor band feedback (AH o)
and a destabilizing water vapor continuum feedback (/\Cm)
Although these feedbacks are less familiar, they represent the
different substances through which Earth gives longwave radi-
ation off to space, and how each substance changes its emis-
sion under surface warming. As shown below, expressions can
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be derived for each spectral feedback term starting from the
basic equations of radiative transfer. These expressions can
be interpreted as a global-mean model for Ay w or in terms of
local feedbacks (Feldl and Roe 2013; Armour et al. 2013;
Bloch-Johnson et al. 2020). That is, each atmospheric column
is treated as an isolated 1D system whose longwave feedback
depends on its local surface temperature. We validate the
model (and the utility of the spectral decomposition) by com-
paring it against calculations with a line-by-line radiation
code.

Our model of Apw is based on spectroscopic thinking and
hence represents a different perspective than the conventional
decomposition which breaks the clear-sky longwave feedback
into Planck, lapse rate, and water vapor feedbacks (e.g.,
Soden et al. 2008; Sherwood et al. 2020; Zelinka et al. 2020).
The conventional decomposition has been an important tool
for understanding Apw and for diagnosing the physics govern-
ing outgoing longwave radiation in climate models. However,
it also obscures large cancellations between the atmospheric
part of the Planck feedback, the lapse rate feedback, and the
water vapor feedback (Held and Shell 2012; Koll and Cronin
2018; Jeevanjee et al. 2021a). By obscuring these cancellations,
the conventional decomposition can give a false impression
of the uncertainty of climate models. The same cancellations
also make it difficult to understand the state dependence of
ALw—Planck, lapse rate, and water vapor feedbacks all in-
crease in a warmer climate, but it is far from obvious how
these changes add up to affect Ay (Meraner et al. 2013). Build-
ing on previous discussions of spectral feedbacks (e.g., Huang
et al. 2010; Huang et al. 2014; Koll and Cronin 2018; Pan and
Huang 2018; Seeley and Jeevanjee 2021; Jeevanjee et al. 2021a;
Kluft et al. 2021; Feng et al. 2023), our goal in this paper is to
show that the issues that arise in the conventional decompo-
sition can be resolved by viewing A w in terms of its spectral
components instead.

The layout of the rest of this paper is as follows. Section 2
discusses several preliminaries which are necessary for the
main derivations: an idealized Clausius—Clapeyron relation,
an analytic approximation for moist lapse rates, and idealized
band models for H;O and CO, spectroscopy. Section 3 lays
out our spectral framework and introduces the emission-level
approximation, our spectral decomposition of A;w, and a de-
scription of the numerical line-by-line calculations. Section 4
derives analytic expressions for Earth’s emission temperature
in different parts of the spectrum, which are then used in
section 5 to derive analytic feedbacks. Our expressions com-
pare favorably against the state dependence of Apw from line-
by-line calculations. Next, section 6 uses these results to
understand the spatial pattern of Earth’s clear-sky longwave
feedback. We generate global maps of Earth’s clear-sky long-
wave feedback using a radiative kernel and climate model
data. We then show that our analytic expressions recover
qualitatively similar feedback patterns, which implies that the
spatial pattern of Apw can be largely understood using our an-
alytic model. Breaking Apw up into surface versus atmo-
spheric terms, we find that the surface dominates Apyw in the
global mean as well as in the dry subtropics, with a spatial pat-
tern set by the pattern of atmospheric relative humidity, while
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FI1G. 1. Different approximations to the Clausius—Clapeyron relation. The black curve is the fit
based on experimental data (Huang 2018). The blue curve is the commonly used quasi-exponential
approximation. The orange curve is the power-law approximation used in this work. The saturation
vapor pressure is with respect to liquid water. In this plot (T, e;) are set equal to the triple-point

values of H,O, so yyy = 19.8.

atmospheric feedbacks become significant in the inner
tropics, with spatial patterns that are set by regional lapse
rate changes under warming. The manuscript closes in
section 7 with conclusions and broader discussion of the
results.

2. Preliminaries

Our goal is to derive the longwave feedback of a cloud-free
vertical column. The column’s state can be specified using five
parameters: Ty, v, RH, dco,> and T Here Ty is the surface
temperature, vy, = dIn7/dInP is the temperature lapse rate,
RH is the relative humidity, dco, is the CO, mass mixing ra-
tio, and Ty, is the stratospheric temperature. We idealize
the state of the column by treating vy, RH, and dco, 2 verti-
cally uniform; all are defined more precisely below. Similarly,
we approximate the stratosphere as isothermal.

a. Clausius—Clapeyron

The Clausius—Clapeyron relation governs the temperature
dependence of the saturation vapor pressure e’(7) and is
an essential element of our analytic model. The Clausius—
Clapeyron relation is often solved by ignoring the temper-
ature dependence of the latent heat of vaporization,
dine’/dInT = L (T)/(R,T) ~ L (T,)/(R,T), which leads to
the quasi-exponential approximation

_ Lv(T()) l _ i
R (T To)

v

e~ eS(To)exp

: @

This quasi-exponential form does not lead to closed-form
analytic expressions in the equations of radiative transfer,

however, so we require a simpler form of the Clausius-Clapeyron
relation. We obtain this by approximating the Clausius—Clapeyron
relation further as dlne/dInT = L (T)/(R,T) =~ const, which
leads to a simple power law between temperature and saturation
vapor pressure (Koll and Cronin 2019),

* * T '}/WV
e we(r)(—) : 3)
o\to TO
where
L (T,)
Yo =R T Tz : )

Here T, is an arbitrary reference temperature around
which we are approximating the saturation vapor pressure
as a power law. We emphasize that T, is effectively a
thermodynamic constant and does not change with surface
warming. The nondimensional power-law exponent is
large and reflects the steep rise of ¢* with temperature;
at Earthlike temperatures, vy, =~ 20. The fractional in-
crease in saturation vapor pressure per unit warming is
dlne”/dT = Yol T ~ 1% K™, in line with other Clausius—
Clapeyron approximations.

Figure 1 compares the approximations in Egs. (2) and (3)
against a fit based on experimental data (Huang 2018). Con-
sidering that a typical tropical atmospheric column spans the
vertical temperature range 200-300 K, the quasi-exponential
approximation is very accurate, whereas our power-law ap-
proximation only matches to roughly a factor of 2. Neverthe-
less, as shown below, this accuracy is good enough to match
numerical calculations.
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FIG. 2. Moist adiabatic lapse rates vs our analytic approximation. (left) Pressure-temperature profiles following a
moist adiabat (solid) and following the bulk lapse rate approximation (dashed). (right) Adiabatic lapse rate y;, numer-
ically computed at three fixed temperature levels inside the troposphere (light blue) compared with the bulk approxi-
mation in Eq. (9) (orange). Note that y,(7) is undefined if 7 is larger than the surface temperature 7. The average
Yir (dark blue) is a mass-weighted mean of all numerical lapse rates inside the troposphere, 1/(p, — ptp) X jpp‘; Y dp-

b. Bulk moist lapse rate

The vertical temperature—pressure profile of an atmospheric
column can be specified via the lapse rate exponent

Y, = dinT/dInp, 5)
where p is pressure. For a dry adiabat the lapse rate exponent
is vertically uniform, y, = Ry/c, ~ 2/7. For a moist atmo-
sphere v, varies both as a function of temperature and pres-
sure, but due to the latent heat release in a convecting parcel
it is generally smaller than the dry lapse rate: yi; = R,/c,,.

To obtain analytically tractable expressions we would like
to treat 1y, as constant in the vertical even for a moist column,
so we diagnose a bulk vy, using the surface and tropopause
values of (7, p):

ln(Ttp/ T,)

- In(p/p,) ©

Vi

Assuming that the tropopause temperature stays constant in
response to surface temperature changes, in accord with the
FAT/FIiTT hypothesis (Hartmann and Larson 2002; Seeley
et al. 2019), then all that is needed is an expression for how
P depends on T,. We can derive such an expression by first
obtaining an expression for the tropopause height zp, follow-
ing Romps (2016). From MSE conservation along an undilute
moist adiabat between the surface and tropopause,
1 *
~ g[CP(TS - T(p) + Luqy]7 (7)

Zyp

where g; is the mass mixing ratio of water at saturation, ¢",
evaluated at the surface and we neglect ¢" at the tropopause.
The value for py, can then be obtained as

zlp/H,

Py = D€ (®)

where H is the scale height of pressure [=R,T, /g] and
T,y = (Ts + Typ)/2. Plugging this into (6) yields
Rd Tavln(Ts/Ttp)

yll' - C)(TT - Tt ) + qu;
P p

©)

One can show that Eq. (9) correctly reduces to the dry lapse
rate y, = Rylc, by setting g; = 0 and series expanding the log-
arithm, assuming Ty — Ty, << Ty,. In practice the latter as-
sumption is not strictly true but the resulting deviation from
the dry adiabat is small even for a 100 K difference between
surface and tropopause.

According to the bulk approximation, v, is constant in the
vertical and varies only in response to climatic changes (e.g.,
changes in surface temperature). One can then integrate Eq. (5)
to solve for the column’s temperature—pressure profile. This
leads to a power law similar to a dry adiabat,

Ye(Ty)
p ) , (10)

T(p) = TS(;

s

where the only difference to a dry adiabat is that now the
lapse rate depends on surface temperature.

Figure 2 (left) compares profiles based on Eq. (10) to
moist adiabatic profiles. The moist adiabats are obtained by
numerically integrating a generalized form of the moist adia-
bat which does not approximate water vapor as a dilute sub-
stance and thus remains valid at high temperatures (Ding and
Pierrehumbert 2016). In all cases, the tropopause temperature
is assumed to be fixed and equal to T, = 200 K. The analytic
profiles given by Eq. (10) produce a reasonable fit to the
moist adiabats, though at surface temperatures below 340 K
they produce slightly colder tropospheres. The tropopause
pressure is accurately reproduced, as the analytic profiles al-
ways reach the tropopause at roughly the same point as the
moist adiabats.
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Figure 2 (right) compares the 7, dependence of +,. First,
the moist adiabatic 7(p) profiles shown in Fig. 2 (left) are
used to numerically compute v, at individual levels of the tro-
posphere. Because our bulk expression for vy, only depends
on temperature, and not pressure, the moist adiabatic values
of v, are similarly shown at fixed temperature levels.
Additionally, for each adiabatic T(p) profile we compute the
average moist lapse rate using a mass-weighted mean,
(p, — ptp) X Li * ¥,dp. Figure 2 shows that our analytic
approximation cpaptures the 7, dependence of the average
moist lapse rate relatively well, though this general agreement can
obscure significant differences at individual levels. For example,
our analytic approximation of v, deviates by more than a fac-
tor of 2 from the moist-adiabatic vy, at the T = 220 K level.
We will show below that these details of atmospheric lapse
rates do not have a major impact on Earth’s longwave feed-
back at low surface temperatures, but they become increas-
ingly important above ~300 K.

¢. H>O and CO; spectroscopy

The third ingredient for our derivations is a model of
H,O0 and CO, spectroscopy. We follow previous studies and
model the absorption cross sections of H,O and CO, as log-
linear band shapes. Despite the simplicity of these models,
they are able to explain numerous features of Earth’s cli-
mate, including the logarithmic nature of CO, forcing, the
temperature dependence of Earth’s surface feedback, and
the vertical structure of radiative cooling (Crisp et al. 1986;
Pierrehumbert 2010; Wilson and Gea-Banacloche 2012;
Koll and Cronin 2018; Jeevanjee and Fueglistaler 2020;
Romps et al. 2022). Because we explore feedbacks over a wide
range of temperatures, we additionally need to account for the
H,O continuum. We do so by approximating the continuum as
a gray absorber.

For CO,, the absorption cross section is

P v — vl
Kco, = KO(PO)exp(—IO),

where kg is the absorption cross section in the center of the
band, pg is a reference pressure, v is wavenumber, v, the
wavenumber of the center of the band, and /, the decay rate
of the absorption cross section in wavenumber space. Previ-
ous work fit these parameters to the CO, absorption spectrum
at a reference pressure of py = 0.1 bar (Jeevanjee et al. 2021b).
Because the choice of reference pressure is arbitrary, we here
rescale the fits to the dry surface pressure in our calculations
(i.e., the surface pressure excluding the contribution of water
vapor), po = 1 bar. The resulting values are k, = 500 m* kg~ ?,
vo = 667.5 cm ', and 1, =102 cm .

H,O band absorption can similarly be modeled using a log-
linear shape, though one has to account for the fact that H,O
has two bands which are relevant for Earth’s longwave feed-
back. The rotation band determines H,O absorption at wave-
numbers less than 1000 cm ™' and the vibration—rotation band
at wavenumbers larger than 1000 cm ™', We model these two
bands as

(11)
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P [v = vl lv —wv__|
KH,0/line ~ (P_o) maX[Krotexp(lim), Kv_rexp(li"' .
rot vt

(12)

The first term in the max(---) expression represents the rota-
tion band, which dominates at low wavenumbers, while the
second term represents the vibration-rotation band at high
wavenumbers. The factor p/pg in front of both H,O and CO,
cross sections reflects pressure broadening: under present-
Earth conditions CO, and H,O absorption lines become wider
due to collisions of those molecules with the background air
(N3 or O,). This has the overall effect that both gases become
more efficient absorbers at higher pressure.

In contrast to the CO, and H,O bands, the H,O contin-
uum is dominated by self-broadening so the continuum
cross section is independent of pressure and instead scales
as xe = RHe". Although continuum absorption is not uni-
form with respect to wavenumber, its spectral dependence
is significantly weaker than the H,O or CO, bands. We
therefore approximate the continuum as a gray absorber
and write

6*(T) T\
KHZO,cnt = KcntRH e(’; (TO) ’ (13)

where the dimensionless exponent a captures the direct tem-
perature dependence which acts to weaken the continuum
(Pierrehumbert 2010). The total H,O cross section is the sum
of line and continuum absorption, Ki,0 = KH,0,line + KH,0.ent”
Because the line opacity decreases exponentially away
from H,O band centers, the total opacity becomes largely
dominated by the continuum in the window region around
~1000 cm ™.

Our model of H,O spectroscopy has eight parameters:
Krots lrots rots Kyrs by_rs Vyers Kents - We set o = 150 cm ™! and
vy = 1500 cm ™', and fit the remaining parameters using the
median-smoothed H,O cross sections shown in Fig. 3 across
the wavenumber range 150 cm ™! = » = 1500 cm™'. The re-
sults are sensitive to the smoothing procedure, that is whether
one uses a geometric mean or a median. Because the average
transmission across a spectral band tends to be dominated by
the most optically thin frequencies (Pierrehumbert 2010), we
use a median filter. To perform the fits we use the nonlinear
least squares algorithm scipy.optimize.curve_fit, with a refer-
ence temperature of Ty = 300 K. We first fit the parameters
Krot> lrots Kv_r» lv—r t0 H,O line opacities only, and then use
these parameters to fit k., and a to H,O cross sections that
include both line and continuum opacity. The resulting values
are Kpor = 165 m? kg™ !, Loy = 55 cm ™!, kyp = 15 m?* kg,
Ly =38cm™!, kepe =3 X 10> m? kg ™', and a = 7, which
broadly match the H,O fits previously reported in Jeevanjee
and Fueglistaler (2020). Table 1 summarizes the thermody-
namic and spectral parameters used in this paper.

Figure 3 compares the idealized band models with line-
by-line absorption cross sections. Overall, the shape of the cross
sections is captured fairly well. The median CO, and H,O cross
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CO,, absorption vs temperature
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FIG. 3. Idealized band models compared against the absorption cross sections of (top) CO, and (bottom) H,O.
Gray envelopes show cross sections computed at line-by-line spectral resolution; solid lines are the cross sections
smoothed by a median filter with width 25 cm ™', Dashed lines are the band models for CO, and H,O bands (the sum
of line and continuum absorption), while dotted lines show the gray H,O continuum model only. The CO, band
model assumes the absorption cross section is independent of temperature, so only one dashed line is shown in the

top-right panel.

sections scale linearly with total pressure, as expected for pres-
sure broadening. The increasing H,O absorption in response to
warming around 1000 cm ™ is also qualitatively captured by our
gray continuum model, even though the H,O continuum itself
is actually not gray.

Figure 3 (right column) shows that the slopes of the CO,
and H,O bands flatten as temperature increases, with
roughly constant opacity in the band centers but increasing
opacity in the band wings. This behavior is not captured by
our simple models. Physically, absorption band slopes can
depend on temperature due to the shifting population of dif-
ferent molecular excitation states. For example, the wings of
the 667 cm ™! CO, band consist of multiple smaller bands
that correspond to transitions between excited states of CO,
(so-called hot bands), while the center of the CO, band is
dominated by transitions to/from the ground state of CO,.
As temperature rises more CO, molecules leave the ground
state and access excited states, which in turn preferentially
increases the opacity in the wings of the CO, band. To
keep our parameterizations simple, however, we do not at-
tempt to model the temperature dependence of the band
slopes.

3. Spectral framework
a. The emission-level approximation

To decompose the net longwave feedback into its spectral
components we first need to consider the outgoing longwave
flux (OLR) of a vertical column. At a spectral wavenumber v,
the column’s longwave flux varies vertically according to the
monochromatic optical thickness 7* and the angle cos(6) with
which radiation propagates through the column. Assuming that
the atmosphere’s longwave radiation follows a known angular
distribution, e.g., isotropic, these quantities can be combined
into the vertical coordinate 7 = 7'/cos(8). Here cos(8) describes
the average angle of propagation, and 7 varies from 7 = 0 at the
TOA to T = 74, at the surface (e.g., Pierrehumbert 2010). The
column’s OLR is then equal to

OLR = J'WBV(TS)e”‘"”dV + J If 7B, [T(r)]e "drdv.
0 0 Jo
(14)

The optical thicknesses T and 7, are functions of v, so the
order of integration cannot be switched. Physically, the first
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TABLE 1. List of parameters and, where applicable, assumed values.

Parameter name

Explanation

Assumed value

Thermodynamic parameters
To

Ywv

Yir

Spectral parameters
cos(6)

Po

Ko

Vo

lV
Krot
Vrot
lrot
KV—T
VV—T
lv—r
Krot
Analytic model parameters
Tstrat
Csurf
C

H,0

Cent

Cco,

Reference temperature for saturation vapor pressure
power law

Exponent in saturation vapor pressure power law

Exponent in bulk lapse rate temperature—pressure
power law

Inverse angular diffusivity factor

Reference pressure for absorption cross sections

Absorption cross section in center of CO, band

Wavenumber of the center of the CO, band

Decay rate of the CO, absorption cross section in
wavenumber space

Absorption cross section in center of H,O rotation band

‘Wavenumber of the center of the H,O rotation band

Decay rate of the H,O absorption cross section in
wavenumber space in the rotation band

Absorption cross section in center of H,O vibration—
rotation band

‘Wavenumber of the center of the H,O vibration—
rotation band

Decay rate of the H,O absorption cross section in
wavenumber space in the vibration—rotation band

Gray absorption cross section of H,O continuum

Exponent of H,O continuum temperature dependence

Stratospheric temperature

Scaling constant for surface feedback

Scaling constant for H,O band feedback
Scaling constant for HO continuum feedback

Scaling constant for CO, band feedback

300 K

18.0
Computed using Eq. (9) (section 5),
or derived from data (section 6)

3/5
1 bar
500 m? kg *
667.5 cm ™!
102 cm™!

165 m? kg !
150 cm ™!
55 cm™ "

15 m® kg™!
1500 cm ™ *
38 cm ™!

3x 10 m?kg!
7

200 K

0.8 (bulk lapse rate)/0.8 (moist
adiabat)

0.6 (bulk lapse rate)/1.0 (moist
adiabat)

0.4 (bulk lapse rate)/0.4 (moist
adiabat)

0.7 (bulk lapse rate)/0.9 (moist
adiabat)

term corresponds to the surface’s emission to space, while the
second term corresponds to an integral of the emission com-
ing from each vertical level in the atmosphere.

The emission-level or radiating-level approximation states
that the atmosphere’s emission to space [the second integral
in Eq. (14)] originates from the vertical level at which optical
thickness 7 is order unity. The intuition behind the emission-
level approximation is that levels of the atmosphere for which
7 << 1 are optically thin and do not contribute much to the
TOA flux, while most emission from levels with 7 >> 1 is ab-
sorbed by the overlying atmosphere and so its contribution to
the TOA flux is also small. The emission level has been de-
fined at slightly different values of 7, but all definitions agree
on a value of order unity (Pierrehumbert 2010; Jeevanjee et al.
2021b). For simplicity, we define the emission level here as
the level at which 7 = 1. The temperature at this level is then
the emission level temperature, Ty, = T(7 = 1), so

o0

OLR =~ J: wB, (T,)e ™t dv + L wB [T, ,(v)]dv. (15)

rad

Given the emission-level approximation, the clear-sky
longwave feedback is determined by how the surface emis-
sion and the atmospheric emission change in response to
warming,

_,  _dOLR
LW de
* dB “ dB atr
~ v ~ Turd + v rad .
L 7| € tdv L T a7 dv. (16)
T, T, s

rad

The minus sign ensures consistency with the sign convention
used in most climate studies: OLR typically increases in re-
sponse to surface warming, so Apw < 0. Note that Eq. (16)
does not contain any terms * drg,/dT because the resulting
contribution to change in the surface emission decreases with
warming at exactly the same rate as the atmospheric emission
increases [this can be seen by differentiating Eq. (14) first be-
fore applying the emission-level approximation].
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b. Spectral feedback decomposition

The net feedback in Eq. (16) can be decomposed into mul-
tiple spectral regions or bands. The surface term dominates in
the window region where s < 1 and the feedback is primar-
ily a function of surface temperature 7y. The atmospheric
emission dominates where 7, > 1, and its magnitude primar-
ily depends on the derivative d7,,4/dT;. As we show below,
dT,.q/dT differs depending on the opacity source at a given
wavenumber. In this work we only consider Earth’s dominant
greenhouse gases, CO, and H,O, where H,O’s radiative ef-
fect additionally varies between the H,O bands and the H,O
continuum, so we split the spectral integral into four terms:
dTCOz
dT

T s
Teo,

dB,

e Tuidy + J. T dv
’ co, dT

A I dB,
_ = T
L surf dar

chnl dv

dT,

dTy o dB
2= dv +J T
’ dT, et dT

H,0 ent

. J dB,
T~
wo dT

=—(A

surf cm)’ (17)

+ Aco, T Ao A
where Tco7’ TH70, and T, are the emission temperatures in
the CO, band, the H,O band, and the H,O continuum, re-
spectively (the wavenumber range of each integral is dis-
cussed in section 5a). Based on the emitter, we refer to the
four feedback terms as the surface feedback (Agyf), the CO,
band feedback (ACOZ), the (non-Simpsonian) H,O band feed-
back (AHZO), and the H,O continuum feedback (Acny)-

Our spectral decomposition complements the conventional
feedback decomposition which splits Apw into Planck, lapse
rate, and water vapor (or relative humidity) feedbacks. The
surface feedback Ay, measures the OLR increase due to sur-
face warming while keeping the atmosphere fixed. This term
is identical to the surface contribution of the Planck feedback,
or “surface kernel,” in the conventional decomposition
(Soden et al. 2008). As for the atmospheric feedback, Eq. (16)
shows that it depends on the fotal derivative of T},q, that is,
on dT;,4/dT,. The conventional decomposition can be inter-
preted as splitting the total derivative d7,4/dT; up into vari-
ous partial derivatives (uniform warming versus lapse rate
versus water vapor changes), while using a single, spectrally
averaged Ty,q. In contrast, our decomposition splits the at-
mosphere’s feedback into three different bands, but still re-
tains the total derivative d7T;,4/dT in each band. In principle
our decomposition could be split further to recover the con-
ventional decomposition. That is, one could further decom-
pose dT.,q/dT in each band into partial derivatives of 7.4
that correspond to vertically uniform warming, lapse rate
warming, and water vapor changes—see Jeevanjee et al.
(2021a) for more details. Here, however, we do not pursue
this approach because our analytic expressions are general
enough to predict T;,q and the total derivative dT,,q/dTy.

We use relative humidity as the state variable throughout
this paper, so the analytic results are compatible with papers
that argue for the use of relative humidity in feedback decom-
positions instead of specific humidity (Held and Shell 2012;
Jeevanjee et al. 2021a). In the fixed-RH framework the
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conventional water vapor feedback is replaced by a relative
humidity feedback, which measures the clear-sky feedback
due to RH changes. It is worth noting that the RH feedback is
small in individual climate models, and its multimodel mean is
close to zero (Zelinka et al. 2020). In the derivations below
we therefore treat RH as an external parameter whose value
is assumed constant under surface warming,.

¢. Line-by-line calculations

To calculate spectral feedbacks numerically we use a 1D line-
by-line model, PYRADS (Koll and Cronin 2018). The model’s ra-
diative transfer includes HITRAN2016 CO, and H,O absorption
data as well as the H,O component of the MTCKD continuum
version 3.2 (Mlawer et al. 2012; Gordon et al. 2017). Calculations
cover the spectral range 0.1-2500 cm™ ! with a resolution of
Av = 0.01 cm™ !, while the vertical resolution is 50 points in
log pressure. In general the angular distribution of longwave
radiation cos(f) varies in the vertical as well as across wave-
number (Li 2000; Feng and Huang 2019); however, a common
approximation is to assume cos(6) = 3/5 (Elsasser 1942), which
is also used here.

The 1D calculations assume the atmosphere’s temperature pro-
file follows either a moist adiabat or a power-law temperature—
pressure profile that is consistent with our bulk lapse rate
approximation. In both cases the troposphere is capped by a
tropopause at 200 K, while the overlying stratosphere is iso-
thermal at the same temperature. Relative humidity in the tro-
posphere is vertically uniform while the H,O mass fraction in
the stratosphere is set equal to its value at the tropopause. CO,
is treated as uniformly mixed in the vertical and fixed with
respect to surface temperature. Because we are considering a
wide range of surface temperatures, across which the tropo-
pause pressure varies substantially, we vary the vertical grid
spacing in PYRADS: for each surface temperature, the model-
top pressure is set to a slightly lower value than the estimated
tropopause pressure based on our bulk lapse rate formulation,
which ensures the model’s top is always in the stratosphere and
the tropopause is well resolved.

The spectrally resolved feedback is the difference in the spec-
trally resolved outgoing longwave flux, OLR,, between a base
state and a perturbed state with warmed surface and atmosphere,

OLR (T, + AT,, T + AT) — OLR (T, T)

—A = L L . (18)

v AT,
We use AT, = 1 K, while AT denotes the atmospheric tem-
perature perturbation caused by the surface warming ATj.
Because relative humidity is kept fixed, the atmospheric warm-
ing T + AT also implies an increase in specific humidity.

Previous work has used various approaches to interpret
line-by-line output. Seeley and Jeevanjee (2021) defined CO,
versus H,O bands based on the column-integrated, spectrally
smoothed optical thickness of CO, and H,O. However, the
behavior of H,O differs strongly between the H,O bands and
the H,O continuum, and it is difficult to distinguish these
terms based on column-integrated optical thicknesses. For ex-
ample, the H,O continuum might have a larger integrated op-
tical thickness at some wavenumber than the H,O bands, but
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because continuum absorption decays more rapidly with alti-
tude than band absorption [k, & ¢"(T) versus Ko & p] the
emission at the level where 7 ~ 1 could still be determined by
the H,O bands.

Instead we first split the net feedback into its contributions
from the surface versus atmosphere. The spectrally resolved
surface feedback is the feedback in response to surface-only
warming while keeping the atmosphere fixed,

Y OLRV(TS + ATS, T) — OLRV(TS, T)
At = AT .

(19)

If we integrate AJ, ¢ over all wavenumbers we get the surface

feedback A, equivalent to the surface kernel of Soden et al.
(2008). The atmospheric feedback is equal to the difference

between A, and AJ ;,

_ OLR,(T,, T + AT) — OLR,(T,, T)

- /\:tm - ATX (20)
We split A}, into different bands based on the spectrally re-

solved emission pressures of CO,, H,O, and the H,O contin-
uum. For each absorber PyRADS computes the optical
thickness as a function of pressure and wavenumber, 7(p, v).
We define the CO, emission pressure as the pressure at which
the optical thickness of CO, is equal to unity,

TCOZ(prad’ V) = 1’ (21)
which can be solved in each wavenumber bin to find p,.q(v)
(in practice we interpolate to find the pressure at which
log[7] = 0). The emission pressures of H,O and the H,O
continuum are determined for each wavenumber bin in the
same manner. The CO, band feedback Acoz is then the inte-
gral of A}, over all wavenumbers at which CO, has the
smallest emission pressure, the H,O band feedback /\HZO is
the integral of A}, over all wavenumbers at which H,O has
the smallest emission pressure, and so on. The spectral de-
composition is recomputed each time the atmosphere or
surface state is varied, thereby allowing us to capture the
state dependence of the longwave feedback not just due to
changes in the atmosphere’s and surface’s emission but also
due to changes in the width of spectral bands. We note that
this approach is justified if one emitter clearly dominates
the atmosphere’s emission at a given wavenumber, such that
its emission pressure p.,q is much lower than that of any
other emitters, but could be misleading if two emitters have
very similar emission pressures. In practice, H,O and CO,
absorption cross sections decrease quasi exponentially away
from their band centers (see section 2), which means the
wavenumber range over which two absorbers can have a
similar emission pressure is limited.

4. Emission temperatures

The feedbacks are set by the temperatures at the T = 1 levels,
so we seek analytic expressions for the emission temperatures
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T co,» THZO, and T.,. The optical thickness of a generic ab-

sorber is

_ dp
T= I Kq oy (22)

where «k is the absorption cross section and q is the absorber’s
mass-specific concentration. We use this equation to derive
expressions for the emission temperatures by first writing the
optical thickness in each band as a function of atmospheric
temperature, then inverting these relations to find the emis-
sion temperature at the 7 = 1 level.

a. C02

CO; is well mixed in the atmosphere so its mass-specific
concentration dco, is vertically uniform. As discussed in
section 2, its absorption cross section depends linearly
on pressure due to pressure broadening and can be written as
Keo, (V. P) = KEOZ(V)(p/pO), where KEOZ captures the wave-
number dependence of the CO, absorption cross section,
KEOZ «exp(—|v — vylll,), while py is an reference pressure.
Because we previously chose py to be equal to the dry surface
pressure, one can write K*Coz(v) ~ KCOZ(V, p,) (the approxima-
tion is due to neglecting the mass contribution of water vapor
to ps). The optical thickness at a vertical level with tempera-
ture and pressure (7, p) is then

Teo, = Jp Ke P q _dr /,
€O, Jo "9\ p, 702 geos(6)

_ KEOZ 2
2gcos(6)p, Aco,P

_ K*COZP s P 2
2gc0s(0) 1°%:\p,

 Kco,Ps T\
2gc0s(0) 10:\T;

T)Z/y", (23)

= 'réoz(v)qco2 X (?

s

where the fourth step uses the bulk lapse rate. Note that all
spectroscopic parameters as well as p; and g are combined
into a reference optical thickness, 7207 (v), which encapsulates
how CO, absorption varies with respect to wavenumber v,
surface pressure p;, and gravity g, but which can be treated as
constant in response to warming.

b. Non-Simpsonian H,O

As for CO,, the absorption cross section of H,O scales linearly
with pressure and can be written as KHZO(V, p) = K;‘{zo(v)(p/p )
We use the Clausius—Clapeyron power-law approximation to
write the saturation specific humidity as ¢* ~ R /R, X ey/p X
(T/T,)* and the specific humidity as ¢ = RH X ¢". The optical
thickness of H,O at a level (7, p) is then
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P ’

« [P
o~ Io KHZO(;)‘]
~RH K;Izoif) R, « Ip(z_/)(z)m dp
geos(O) R, Jo\p\Ty) P
_ry (0% R, J T\ (T'\" 1 dT’
gcos(0) R, 0 TS T0 A
1/71r T T 'va”/“/lrdT’
g (—) ™
o \Ty T

* * 1/ "
- RH Kn,0% R, 1 v (T)(“‘/“wv;r)/v;r 7, Y
geos(0) R, 1+ v, v,

geos(0)

H 0 R, 1
gcos(®) R, ¥,

TS

T,

o T

s

1y,

s

1 T\ (T

=RH 7 —  X|(= -0
THZO(V)] + Ywv Vir (T()) Ts

(24)

where the second step uses the Clausius—Clapeyron power law
and also replaces the water vapor concentration in the strato-
sphere with the water vapor concentration of a moist adiabat
that extends all the way to the top of atmosphere. We again de-
fine a reference optical thickness, Tﬁzo(v), which encapsulates
how H,O band absorption varies with respect to wavenumber
v, and gravity g, but which is independent of temperature.

c¢. H,O continuum

Absorption by the H,O continuum strengthens in response to
increasing water vapor concentrations and weakens in response
t0 Warming, Ky o gy = Ko X RH e'(T)le’ (T,) X (TIT,) “. The
optical thickness of the continuum is then

_ e (T/ T/ —a dp/
RHI Kent e (T, )( ) qgcos(@)’

~ RHZ cmeO & X JT (1/)27‘”7:1 dp,
geos@R,  Jo \T, P

_rip K Ra I T\ 1 dT
geos@ R, Jo \T, T

2
— RH2 cnte() & 1 X (1) Y
gCOS(G) Rv (zywv - a)'er TO

T )2va —a
P

=RH? 7

1
iy ay * |1 ©3)
where the second and third steps make the same assumptions
as the derivation for the H,O band. Here the reference opti-
cal thickness 7., encapsulates how the H,O self-continuum
varies with respect to gravity g but has no dependence on
wavenumber or temperature.

d. Emission temperatures

By setting 7 = 1 and inverting the above relations, we arrive
at the emission temperatures in the CO, band, the H,O band,
and the H,O self-continuum:
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T =T|—-— | | (26a)
<0, *[7co,("Mdco,
r Vel L+ Y Vip) WA+yyn,)
7o | A e | NES | (26b)
H,0 0 T:IZO(V)RH T, ’
. 12y, —a)
2y =@y | "
T, =T, 7va R ! . (26¢)
cnt

To interpret these emission temperatures, consider whether
a given emitter stabilizes or destabilizes Earth’s climate.
For CO, it is easy to see that the feedback is always stabiliz-
ing. Ignoring lapse rate changes, we have TCOZ «T, so
dTCOZ/de > 0. More intuitively, the optical thickness of
CO; can be written as

T 2y, 2
o= (1] - (2]
> \T Py

The emission level of CO, is therefore a fixed function
of pressure at a given atmospheric CO, concentration.
Given that the atmosphere’s temperature at a fixed pres-
sure level always increases in response to surface warming,
Tcoz also has to increase under warming. This effect can
be thought of as a spectral radiator fin, and is also valid if
the lapse rate vy, varies under surface warming. It implies
that even if the atmosphere stops emitting more at all other
wavenumbers, so dT,,q/dT, = 0 outside the CO, band, the
presence of CO, still allows the atmosphere to shed more
energy to space in response to surface warming (Seeley and
Jeevanjee 2021).

Next, our expressions suggest that the feedback from H,O
is small and, to first order, might be negligible. Equation (26b)
shows TH 0% Tl/(lﬂ”wy"), where representative values for
Earth’s troplcs are Yy ~ 20 and y;, ~ 1/7, so the H,O emission
temperature only depends weakly on surface temperature,
Tyo > TV4. This small exponent is closely related to Simpson’s
“paradox” (Ingram 2010) or Simpson’s “law” (Jeevanjee et al.
2021a), which state that T},  is approximately independent of
surface temperature. In the limit -y, v, = dlne*/dinp >> 1, that
is, if water vapor increases much faster in the vertical than
the total atmospheric mass, then

27)

Uy
Ty o =~ Ty o tis : (28)

10 0 T;zo(V)RH

and Ty  ceases to depend on 7. If the lapse rate is also inde-
pendent of Ty we recover Simpson’s law:

dTy o
dT

s

~0. (29)

In reality, however, water vapor dominates much of the spec-
trum so even minor deviations from Simpson’s law can have a
notable impact on the longwave feedback. Deviations arise
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because the H,O optical thickness is sensitive to pressure broad-
ening and because changes in vy, modify the total water vapor
path inside the atmospheric column. For present-day Earth the
net impact of these changes is to increase the H,O emission tem-
perature under surface warming: since THZO o TV4 it follows
that dTHZO/de > (), which means the H,O bands tend to stabi-
lize Earth’s climate.

Finally, T, has no direct dependence on surface temper-
ature, but is sensitive to lapse rate changes. If we take the
continuum’s emission temperature [Eq. (26¢)], and assume
that the direct temperature dependence of the continuum
a ~ 7 is much smaller than its temperature dependence due
to the Clausius—Clapeyron relation, 2y, ~ 40, we have

Tcnt * TO x [,ylr]l/(sz\,). (30)
Because the lapse rate vy, decreases under surface warming
we have dT . /dT; = dT . /dy X dy,/dTs; < 0. Physically, this
effect can be understood by considering the impact of vy, on
the atmosphere’s total water vapor path. If one decreases the
lapse rate vy, while keeping 7 fixed, the atmospheric column
warms and thus can store more water vapor. To still maintain
an optical thickness of unity then requires that the continu-
um’s emission level moves to colder temperatures. Our ex-
pressions thus predict that the H,O continuum gives rise to a
destabilizing feedback.

e. Comparison against LBL calculations

Equations (26a)—(26c) predict how Earth’s emission tem-
perature varies in response to changes in Ty, dco, Vi and
RH. To test these equations, we perform four sets of numeri-
cal experiments with PYRADS in which we variously change
T, dco,» Yo and RH while holding the other parameters
fixed. The default values are 7, = 290 K, 400 ppm of CO,,
i = 2/7,and RH = 0.8. To match our underlying assumptions,
we assume a bulk tropospheric lapse rate, so T = T (p/p,)",
which means the temperature profile differs from an adiabat
if y, < 2/7. The troposphere is capped by an isothermal
stratosphere which is kept fixed at T,y = 200 K. Note that
in Egs. (26a)—(26c) the dependence on wavenumber only
enters through the reference optical thicknesses TEOZ, T;IZO,
and 7., which are evaluated using the cross sections from
section 2. Because the cross sections were fit independently,
the analytic 7,4 expressions do not contain any free tuning
parameters.

To compare the analytic results against line-by-line calcula-
tions we first numerically compute the top-of-atmosphere
spectral flux OLR,, for a given set of (Tj, dco,» Vi RH). We
then smooth OLR,, with a median filter of width 50 cm™!, be-
fore inverting it using the Planck function to find the atmosphere’s
emission temperature (also known as brightness temperature) at a
given wavenumber. Finally, we combine our analytic expressions
into a single emission temperature via

T4 = max[T,

Ta strat” min[Tx’ TC02’ THZO’ Tcm]]’ (31)
to compare directly with temperatures from line-by-line

calculations.

KOLL ET AL.

1933

Figure 4 demonstrates that the analytic results compare
favorably against numerical calculations. Even though the an-
alytic 7},q shapes are idealized compared to the numerical cal-
culations, the overall response of Ty,q to perturbations is
captured well. First, increasing CO, concentration lowers T},q
around 667 cm™ !, which corresponds to the wings of the CO,
band. This is simply a spectrally resolved view of how increas-
ing CO, acts as a radiative forcing (Jeevanjee et al. 2021b).
Second, warming the surface while keeping all other parame-
ters fixed has multiple effects. The main impact is to increase
the emission temperature in the window region between
~800 and 1200 cm™'. In addition, there are secondary im-
pacts: surface warming also shrinks the width of the CO,
band and slightly increases the emission temperature in the
H,O bands below 600 cm ™! and above 1300 cm ™ (this latter
effect is hard to see in Fig. 4). The increased emission in the
H,O bands shows that Simpson’s law in Eq. (29) is not exact,
an effect that is captured by our analytic expressions. Third,
reducing the lapse rate vy, preserves the width of the CO,
band, but it flattens the steepness of its slopes and increases
the emission temperature in the center of the band. In the
H,O bands, a smaller v, while keeping 7 fixed also leads to a
non-Simpsonian increase of the emission temperature in the
H,>0 bands. In contrast to the H,O bands, the emission tem-
perature of the H,O continuum around 1000 cm ™' decreases
as vy is reduced. As discussed above, this is because the atmo-
spheric water path increases with a smaller vy, which reduces
Tent- The feedback of the H,O continuum therefore has the
opposite sign as the H,O bands, in line with the analytic re-
sults. Finally, reducing the relative humidity increases 7},q4 in
all regions dominated by water vapor, both in the H,O bands
below 600 cm ™! and above 1300 cm ™! and in the H,O contin-
uum around 1000 cm ™%, while the CO, band is unaffected.

Overall, Fig. 4 underlines that comparatively simple physics
is sufficient to explain the spectrally resolved response of Tyaq
to different climate perturbations. To connect Fig. 4 back to
the total clear-sky longwave feedback we only need to con-
sider how these changes in 7,4 play out once we average
them into spectral bands, and how multiple bands add up to
determine the net longwave feedback.

5. Analytic feedbacks

Having derived expressions for the emission temperature in
different parts of the LW spectrum, and verified these expres-
sions against line-by-line calculations, we can now derive ana-
Iytic expressions for the four spectral feedbacks: Agyf, /\COZ,
)‘HZO’ and A, Above each spectral feedback was defined as
an integral over a wavenumber range [Eq. (17)], but the
wavenumber ranges were not further specified. We therefore
first define and estimate the width of the different spectral
bands.

a. Bandwidths

We define an absorption band as the spectral range in which
a given absorber has the coldest emission temperature com-
pared to all other absorbers (this is equivalent to the highest-
altitude emission level), and thus dominates the column’s
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FIG. 4. Analytic emission temperatures (dashed) compared against numerical line-by-line results smoothed with a

median filter of width 50 cm™

!, Large panels show the entire infrared spectrum; small panels are zoomed in on the

CO, band. The y axes are flipped so that emission temperature decreases going up, the same way temperature de-

creases with altitude in Earth’s atmosphere.

emission to space. For example, the CO, band is defined as all
wavenumbers in which TCO <m1n[TH o> T T,1, as illus-
trated in Fig. 5a. The width of the CO, band can then be com-
puted from the two wavenumbers v°%° that define the edges
of the CO, band, which is where the emission temperature of
CO, is equal to the emission temperatures of its neighboring
absorbers: TCOZ(VEdge) = min[THzO(vedge) T, Tl

1) CO, BANDWIDTH

To estimate the width of the CO, band we consider three
situations: 1) the CO, concentration dco, is so low that even
in the center of the CO, band the optical thlckness is less than

one, 2) a dry atmosphere in which there is no overlap between
CO, and H,O bands, and 3) a moist atmosphere in which
there is some overlap between CO, and H,O.

First, at very low CO, concentrations the bandwidth of
CO, is simply equal to zero. From the optical thickness of
CO; [Eq. (23)], the column-integrated optical thickness in
the middle of the CO, band is equal to Tco, (vy, T,) =
dco, 'TCO (v,) so this occurs when

Aveo =0, if qcozfgoz(yo) <1. (32)

As a representatlve value, we evaluate TCO (v,) using kg =
500 m* kg~! from section 2c. We find that the middle of the
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ever emitter is coldest, 7., = min[7, co,> Tyo» T T,], or the stratospheric temperature. (left) Lines show the ana-

lytic Tyq (solid) and surface temperature T, (dacsnllled) while colored regions illustrate which emitters dominate in
which band. The calculation shown uses 7 = 260 K, RH = 0.8, and 400 ppm of CO,. (right) Bandwidths as a function
of surface temperature, numerically calculated based on our emlssron temperature expressions. Here AVH o refers
only to the rotational band at wavenumbers lower than 1000 cm™*. The jumps at ~280, ~295, and ~325 ’K occur
when the H,O band starts intersecting the CO, band, when the continuum becomes opaque, and when the continuum

becomes opaque on the left side of the CO, band, at wavenumbers less than about 600 cm !

CO, band becomes optically thick above a CO, concentration
of ~0.2 ppm. Note this value is only approximate, as our ide-
alized band model deviates from real CO, absorption cross
section in the middle of the CO, band (see Fig. 3).

Second, at nonnegligible CO, concentrations and low water
vapor concentrations, CO,—H,O overlap is negligible. Physi-
cally, this occurs either when the surface temperature is cold
or the relative humidity is low; for simplicity we refer to this
as the “cold” regime. In this regime the edge of the CO, band
can be defined as the wavenumber v*°'® at which T co, inter-
sects with the surface temperature T, T Z(V“’ld) T The
emission temperature of CO, is equal to Teo =T, X
(TCO dco, ) W2 [Eq (26a)], while our model of C02 spectros-
copy states Tco, (v)" o exp(—|v — vol/l,) [Eq. (11)]. Combin-
ing the two equatlons yields

1d _ *
vl =y, * lVIOg[‘IcozTCOZ(Vo)]v (33)
where 'TZ:OZ(VU) = Ky(v,)p,/(2g) is the reference optical thick-
ness in the center of the CO, band. The overall width of the
CO, band in the cold regime is therefore

AvES, = 21, 1oglqco, 7co, (7). (34)

To estlmate the order of magnitude of Avc%d we again use
ko =500m? kg ' and a dco, that corresponds to 400 ppm of
CO,. The optical thickness in the center of the CO, band is
TCOZ( o) ~ 2600. This large optical thickness decreases expo-

07
Av =
€0, 2 X min(pPt — Vg, ¥

cold

, respectively.

nentially with wavenumber away from v, so that TC02 =T,
only ~80 cm™! away from v,. Because CO,’s band shape is
symmetric about v, the present-day CO, bandwidth is thus
roughly 160 cm ™.

Third, at high water vapor concentrations, surface emission
is replaced by H,O emission. Physically, this occurs either
when the surface temperature is hot and/or relative humidity
is high; for simplicity we refer to this as the “hot” regime In this
regime we solve the CO, bandwidth as 7', (vhoty = O(vh"‘)
Because the CO, band decays much faster with wavenum-
ber away from its band center than the H,O band does
(I, ~ 10 cm™ ! versus o, ~ 55 cm ™ !; see Table 1), we further
approximate T},  as constant across the CO, band and equal
to its value in the CO, band center THjo(V) ~ Ty o(vy). Com-
bining the emission temperature of CO, [Eq. (26a)] with our

model of CO, spectroscopy [Eq. (11)],
2/,
}, (35)

where the emission temperature of H,O can be evaluated
using Eq. (26b). Physically speaking, the H,O emission
temperature is colder than the surface, THZO(VO)/TS <1, so
our model correctly captures the fact that H,O-CO, over-
lap decreases the width of the CO, band. Taking into ac-
count all three regimes, the overall width of the CO, band
is therefore

THZO(VU)
T

s

phot — v, * lylog{qcoz’réoz(vo)

if dco, TCOZ(VO) <1, 36)

— vy, if qCOZT*COZ(VO) = 1.
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2) H,O BANDWIDTH

To determine the width of the H,O band the potential overlap
with CO, matters less because the CO, band is too narrow to
block a significant portion of the emission by H,O (at present-day
CO, concentrations). However, at high water vapor concentra-
tions, competition between the H,O bands and the H,O contin-
uum becomes important, so we again consider a “cold” and a
“hot” regime. At low water vapor concentrations (physically, at
cold temperature or low relative humidity) continuum absorp-
tion is negligible and we solve T (v cold) — T,. Combining the
emission temperature of H,O [Eq (26b)] w1th our H,O band
model [Eq. (12)], this leads to

RH7, (v,,) (T,\™
cold _ +1 1 rotr "rot/ | s 37

v Vot 1ot108 1+ You Vi To s ( a)
RH7 T.\™

VcRold =v,, - l\,_rlog 1-v—r(Vv—r) s , (37b)

1+ Ywv Ve TO
where v is the left edge of the window below ~1000 cm ™!, and
g

vg is the right edge of the window above ~1000 cm ™' (see
Fig. 5). The two H,O bands have different spectral slopes, and
subscript “rot” denotes quantities that are related to the rota-
tional H,O band at wavenumbers below 1000 cm™' while
subscript “v—r” denotes quantities related to the vibrational-
rotational H,O band at wavenumbers above 1000 cm™! (see
section 2). At high water vapor concentrations, the continuum
cuts off emission from the surface so the H,O band edge phot i
determined by Ty o(v™') = T . Using the emission tempera-
ture of H,O [Eq. (26b)] and our HQO band model, we find

Uy, Yy M) e
hot _ +1 1 RHTrol( rot) TO l Tcnt o
VL = Vot 1ot 08 1+ Yoo T TO ’
wv /It s
(38a)
« Uy, (L Yy %) e
th - _y log RHTv—r(VV,r) E I h i)/ N
K v v 1+ Yoy Vie Ts TO ’
(38b)

where the continuum emission temperature is given by Eq. (26¢).
Combining both regimes, the window width due to H,O absorp-
tion is therefore

AVsurf(Ts’ RH’ ’ylr) T Vp T VL

cold _ hot

Id _ hot
co7 0)_ , i

= max(vy min(v{

(39)

Similar to the CO, bandwidth, Egs. (37) and (38) become inva-
lid at very low RH or T} because in those situations H,O ceases
to be optically thick at all wavenumbers [mathematically, this
happens when RH or 7 become small enough that the loga-
rithms in Egs. (37) and (38) change sign]. We do not consider
the limit RH — 0 in this paper, but care should be taken when
applying our results to extremely dry or cold atmospheres.
Finally, our feedback expression for the HO band feedback
requires us to separately specify the width of the rotational H,O
band below 1000 cm™'. This width can be estimated by
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assuming that the rotational band always extends from 0 cm ™"
to the left edge of the window region v, (see Fig. 5). Doing so
presumes that H,O is always optically thick at low wavenum-
bers around v = 0 cm™'. While this assumption again breaks
down in very cold or dry climates (the maximum absorption in
the rotational band occurs around » ~ 150 cm ™!, not 0 cm ™!, so
low wavenumbers could become optically thin even if the band
center is still optically thick), in those climates the H,O band
feedback becomes negligible relative to the surface anyway. The
width of the rotational H,O band is then

AVHZO(TS, RH, v,) =~ v, — 0 = min(v cold "y hoty, (40)
where the wavenumber v; denotes the left edge of the surface
window (see above), as well as the right edge of the rotational

H,0 band.
b. Surface feedback
The surface feedback is given by

e Taidy.

(41)

) = v
surt J;urfﬁdT T,

The column-integrated optical thickness at a single fre-
quency is the sum over all absorbers at that frequency,
Tt (V) = T, ov) + Tco, (v) + 7, However, the optical
thickness of H20 and COZ drops off exponentially as a func-
tion of wavenumber away from their band centers. Thus,
most frequencies are either so optically thick with respect to
H,O and CO, that all surface radiation is absorbed by the
atmosphere (and hence does not contribute to the surface
feedback), or so optically thin that we can ignore H,O and
CO;. Inside the window we therefore only consider absorp-
tion by the gray continuum, gy = Ten, While the H,O and
CO, bands primarily set the width of the window.

To determine the width of the window we first consider an
atmosphere without CO,. As discussed above, in this case the
window region is set the H,O bands, with v, denoting the left
window edge around ~700 cm™! and vy the right window
edge around ~1200 cm ™', The H,O continuum is gray and so
can be taken out of the spectral integral,

e T (T VR dBV
—Asurf ~ e et V)J; »n-dT

L

dv.
TY

We approximate the integral by treating the Planck function
derivative as constant with respect to wavenumber, evaluated
at the central wavenumber # of the window region, so
deV/dev «dB,/dT X Av. In reality the Planck derivative
is not constant with wavenumber, so our approximation
should only be treated as a scaling which we account for by in-
cluding a scaling constant cg,,. The magnitude of ¢y, is fur-
ther discussed below. The result is

dB,
~cy e X m—2| e Tl Ay

—A surf dT T

surf surf?

where Avgy,s = vg — v is the window region width due to
H,O band absorption [see Eq. (39)], and we determine the
central wavenumber of the window as 7 = (v, + v, )/2.
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Next, we add the effect of CO,-surface spectral blocking. Even
if the atmosphere contained no water vapor whatsoever, part of
the surface’s emission would still be absorbed by CO, and thus
have no effect on the TOA feedback. We account for the poten-
tial overlap between the surface and CO, by simply subtracting
the CO, bandwidth from the H,O-only window width,

Av g = max[0, Av, (T, RH, vy,) — AVCOZ (qcoz)], (42)
where AVCO2 is defined above [Eq. (36)] and the tilde distin-
guishes the window width here from the H,O-only window
width. Our final expression for the surface feedback is thus

dB . .
_Asurf =~ Csurt X aT T, e anlTS) AVsur[' (43)
¢. H>O band feedback
The H,O band feedback is given by
dB dTy,0
—-A = J o 2—dv. (44)
H,0 wo dT Tio dTs

As sketched in Fig. 5, we consider the rotational HO band as
ranging from v ~ 0 to the left edge of the window, v;. We do not
consider the potential feedback from the vibration—rotation band
at wavenumbers higher than ~1250 cm™! and, for purposes of
the H,O band feedback, also ignore CO,~H,O overlap effects.
The derivative of THZO can be solved analytically. If water
vapor behaved strictly according to Simpson’s law then
dTHZO/de =0 and the H,O band feedback would be zero.
Simpson’s law is only an approximation, however, so

dTHzo _ BTHZO N aTHZO %

de aTY l:)'er dTr
_ 1 THZO
1+ ywvylr T.v
T 1+
Yo — Yoylog 72| + log|—- T Tle
wv T wv TO RHTO d'y
+ 5 Tyo X .
A+ v 2T
(45)

One could also explicitly write out the lapse rate derivative
dy,/dTy, but the resulting expressions are long and do not lead to
additional physical insight, so in practice we evaluate dvy,/dT;
numerically. To estimate a typical value for dTnzo/de
we ignore lapse rate changes, that is, the second term in
Eq. (45). Assuming values representative of Earth’s tropics,
1+ ywyyr =1 + 1/7 X 20 ~ 4, and representative tempera-
tures THZO ~ 240K (see Fig. 4) and T, ~ 300 K, a character-
istic value for dTHZO/de is thus

dT, 1 240 1
mo_Ix 201 (46)
dT, 47300 5

in line with the numerical results of Jeevanjee et al. (2021a).
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Next, we treat the H,O band feedback similar to the sur-
face feedback. We assume the integrand of the spectral feed-
back integral is approximately constant with respect to
wavenumber, and equal to its value at a central frequency .
The feedback is then

dT,

Vv dB H,0
-A = J. T— 2 dv
H,0 o dT Too dT,
dB, dTy o
~ X m—2 2 X A 47
CHZO ™ dT Tpo(7) de 5 VHZO’ ( )
2
where AvHZO = v, is the width of the H,O band, # = v, /2 is

the central wavenumber of the H,O band, and H,0 is again a
scaling constant to account for the fact that we are replacing a
spectral integral with simple multiplication.

d. H>O continuum feedback

The H,O continuum feedback is

dB,| dT,,
— = v . 4
Aent medT . aT. dv (48)

ni

We apply the same logic as for the surface and H,O band
feedbacks. The derivative d7.,/dT; can be solved for analyti-
cally: T, has no dependence on 7§ other than through lapse
rate changes, so

chnl — aTcnl d’er
de a'er de
Tcnl dylr

- ylr(zywv - a)d_Ts (49)

One important difference between the continuum and the
other feedbacks is that the continuum is transparent across all
wavenumbers at low surface temperatures, and only becomes
optically thick at high surface temperatures. We approximate
the continuum’s emissivity as 1 — e” ", which correctly cap-
tures the limiting behavior of an emitter at small and large op-
tical thickness (7. << 1 versus 7ey >> 1). The continuum can
only dominate the atmosphere’s emission at wavenumbers
at which CO, and H,O absorption are weak, so we set the
effective width of the continuum equal to the width of the
window region A¥ defined above. The continuum feed-
back is then

surf’

chnl
dv
Tcm d TS

R J dB,
Y
cnt ent dT

dB,

14

cnt T dT

daT,
X =M AP (1 — e Ten),
T de surf

cnt

(50)

where ¢, is again a scaling constant. The sign of Ac, is posi-
tive because the bulk lapse rate decreases with warming,
dy/dT, < 0. As discussed above, this means the H,O contin-
uum acts as a positive/destabilizing feedback and has the op-
posite sign of the negative/stabilizing H,O band feedback.
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a) Cold and temperate climates: CO: center radiates
from stratosphere
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b) Hot climates: COz center radiates
from troposphere
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FIG. 6. A CO, “ditch” model: the CO, band emits 7B, (Toq) in its center, its flanks emit 7B, (T}), and the slopes
in-between are approximated as linear and symmetric. The shaded blue area is the OLR contribution from the CO,
band. (left) In cold climates or at high CO, abundances, the CO, band center radiates from the stratosphere. (right) In
hot climates or at low CO, abundances, the CO, band center radiates from the troposphere.

e. CO; band feedback

Next, we consider the CO, feedback. Unlike the H,O band
and continuum, however, the emission temperature of CO,
varies strongly with wavenumber, which makes it difficult to ap-
proximate the CO, feedback integral via simple multiplication.
Instead, we introduce an idealized CO, “ditch” model, illustrated
in Fig. 6. Our approach is closely related to the CO, forcing mod-
els of Wilson and Gea-Banacloche (2012) and Jeevanjee et al.
(2021b)—in appendix A we show that our ditch model can also
be used to rederive the results of those previous studies, underlin-
ing the close relationship between forcing and feedbacks.

We approximate the CO, band as symmetric around the cen-
tral frequency vy, = 667 cm™'. The center of the band emits
7B, (T.0iq) While outside the band the emission is 7B, (Thot)-
Here T,qq and Ty are cold and hot emission temperatures,
while vy, and vog denote the edges of the CO, ditch. At low
and moderate surface temperatures the CO, band center
around 667 cm™! radiates from the stratosphere, so Teoq 1S
equal to the stratospheric temperature. However, this situation
is no longer true at high surface temperatures. Physically, the
tropopause rises as the surface warms, so if one warms the sur-
face while holding CO, concentration fixed (this is implicit in
the definition of a climate feedback), parts of the CO, band that
were previously in the stratosphere have to start radiating from
the troposphere. Eventually, even the CO, band center radiates
from the troposphere so the rectangular CO, ditch turns into a
triangular trough (see Fig. 6b). Here we leave our expressions
general to allow for either situation.

The CO, band is relatively narrow, so we can neglect the
wavenumber dependence of the Planck function and evaluate it
at the center of the CO, band, 7B (T) ~ ’7TBV0 (7). Treating the
slopes of the CO, ditch as piecewise linear, the OLR from the
CO, band is then simply the blue area under the ditch in Fig. 6a,

OLR, =2 J B, (Teo )dv

Yo

= [WBVO(Thol) + WBVU(TCOId)](VhOI -
+ 2”Bu0(Tcold)(Vcold — )

Vcold)

(1)

The OLR change in response to some climate perturbation is
AOLRq, = OLRE:OZ — OLR(q,

Veold)

- [”Bun(Thm) + 7TBVO(Tcold)](vlmt -
* ZWBVU(T(/:old)(V::old =)

- ZWBVO(Tcold)(Vcold — ),

= [wBVO(T}IwI) + vao(Téold)](vl,mt -

Vcold)

(52)

where primes indicate perturbed variables. For the CO, band
feedback, the relevant perturbation is a change in surface temper-
ature AT, while for the forcing the relevant perturbation is a
change in dco, (see appendix A). If ATy is small enough, we can
series expand and drop higher-order terms. For example, the per-
turbation of the emission at the CO, band edge is

dB, dT,
4 0 hot
e

wB, (Tr) = B, (T,

vy ot

S . , , , .
with similar expressions for T( ,, v}, and v/ .. Plugging

back into Eq. (52), the feedback of the CO, ditch is

AOLR
_/\CO = lim 70‘-)2
> AT-0 AT,
dB dT, dB T
= | Vo hot aT Vo cold (V —» )
dr |, dT, T |, —dT, [ het Feold
dv, dv, 4
+ ['n'BVO(Thot) + WBVO(Tcold)]( det _ d;(';
dB, daT
+ 2m L cold (v - v,)
dT T, de cold 0
2B, (T, Ve 5
+ v”( cold) dT (3)

Equation (53) gives the most general expression for the feed-
back of the CO, ditch. Geometrically, the blue area under the
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CO, ditch changes if the flanks and center rise while the edges
remain fixed (terms proportional to dTy,o/d Ty and dT.o4/dTy),
or if the edges move while the flanks and center of the ditch
remain fixed (terms proportional to dvyo/dTy and dva/dTy).
To evaluate Eq. (53) we thus need to specify how the parame-
ters Thot, Tcolds Vhot and veoq vary as a function of surface
temperature.

At cold surface temperatures we again ignore H,O ab-
sorption around the CO; band so Ty, = 7. Similarly, the
tropopause is low and the CO, band center radiates from
the stratosphere, so Tcolg = Tstrat and dTcoa/dTy = 0.
As in section 5a, we find the band edges th and veoiq
by solving TCOZ(Vhot) T  and TCO (Veord) = The

s
ot 1Og["'co (V())qco I, cold —
vy + 1 log['rCO (VU)qCO (Tt T, )Z/V'f] We can see that the
hot CO, band edge does not change under surface warm-
ing, dvpo/dTy = 0, while the sensitivity of the cold or
stratospheric band edge to surface warming is

S‘.l"lt

results are v, = and v

dvgq _ e 4 Weora| e
de aT\ e Ts de
21 21 dy,
=—2 + —log Ir (54)
Yir T, ,yer ( slrat) dT

The lapse rate change dv,,/dT is always negative, so the portion
of the CO, band inside the stratosphere shrinks, dvcqa/dTs = 0.
Geometrically, since vy stays fixed while v.,q moves toward
the center of the CO, band, the CO, band slope becomes shal-
lower and the blue area under the CO, ditch increases—an
OLR increase, or a stabilizing feedback. Physically, this is a sim-
ple consequence of a rising tropopause. As the surface warms,
the tropopause moves to lower pressures, thus moving more of
COy’s emission from the cold stratosphere into the warmer tro-
popause. Plugging back into Eq. (53), the CO, band feedback at
cold surface temperatures is

dB, 2 T
-2 = ol —lo @B, (T,) — @B, (T,
Tl g(T) [7B, (T) = 7B, (Tyy,)]
a2 dy, |
v~ “rlog (55)
Yir Ts ’ler ( strat) dT

At high surface temperatures the CO, band center moves into the
tropopause and the rectangular ditch turns into a triangle (see
lower left in Fig. 4, and sketch in Fig. 6b). We set vegq = v,
where the central wavenumber v, is set by the spectroscopic
properties of CO, and so is fixed under surface warming
(dveaid/dTs = 0). The emission temperature in the center of the
CO, band isnow T, = T, (v,), where Tco is the emission
temperature of CO, [Eq. (26a$] The crucial difference between
high and low surface temperatures is that once the CO, band
center moves into the tropopause 74 is no longer constant,

choz(Vo) _ BTCOZ(VO) N aTCOZ(VO) dv,
dT, T, |, oy, | dT,
Teo (vg)  Tep (vg)
co, Vo co,\Yo Vr
= # - #k’g[qco Tco (Vo)] ! (56)

s
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The outer edges of the CO, band at high temperatures are set by
water vapor absorption, 7, = min[T7, H o), Tl We treat
H,O as Simpsonian, so dTo/dT; ~ 0 and also ignore non-
Simpsonian shifts in the outer CO, band edge, dvpo/dTs ~ 0.
Plugging back into Eq. (53), the feedback at high surface tem-
peratures is then

dB,, daT,
7)‘kc%z = dTO d;?ld (Vhot ~ Veota)
Teola s
2/,
dB dT T 4
— Yo cold * hot
=T ) ar, [, log TCOZ(VO)‘ICOZ( T }

(7)

Geometrically, the behavior of the CO, band at high tem-
peratures is dictated by the rise in the center of the band,
dT.01a/dTy. Since the band center emits more in response to
surface warming, d7.14a/dTs > 0, the blue area under the tri-
angular ditch goes up—again, an OLR increase, which leads
to a stabilizing feedback. Physically, once the center of the
CO, band radiates from inside the troposphere, we have
AdTeo1d/dTy « —dy,/dT,, which means the rate at which emis-
sion increases is highly sensitive to the rate at which the up-
per atmosphere warms via the changing lapse rate.

Finally, when does the CO, band center change from a
stratospheric radiator at low 7§ to a tropospheric radiator at
high T, which also determines the transition between ACC"O"IZ
and /\lé"c‘) ? Based on line-by-line calculations with 400 ppm of
CO,, appendix B shows that the smoothed emission tempera-
ture in the CO, band center moves out of the stratosphere
at surface temperatures above 310 K. We therefore identify
310 K as the transition point between the low-temperature
and high-temperature CO, feedback regimes. Note, how-
ever, that this value also depends on CO, concentration.

Multiplying the low-temperature regime with a scaling cons-
tant cco, similar to our other spectral feedbacks, the overall
CO, band feedback is thus

, Coo, X AL, 1 T, =310K, 58
Ak 4+ b T, >310K,

where we choose the constant b to ensure that /\CO remains con-
tinuous at 310 K (in practice b is always of order umty, b~ 05).

f- Validation against LBL calculations

To test our analytic feedback expressions, we again use 1D
calculations with PyRADS. One potential issue is that our
derivations use the bulk lapse rate approximation, and so
might differ from realistic feedbacks. Figure 7 compares feed-
backs calculated with a moist adiabat to feedbacks with bulk
lapse rate profiles. Overall, the bulk lapse rate approximation
only introduces minor errors in Apw over the temperature
range 250-320 K. We therefore consider the bulk lapse rate
approximation sufficiently accurate below 320 K, while care
should be taken when applying our analytic expressions to ex-
tremely hot climates. To better match the derivations, the
PyRADS calculations here also use vertical profiles with a
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Relative humidity=0.8 (400 ppm CO,)
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F1G. 7. The impact of the bulk lapse rate approximation on longwave feedbacks is modest below ~320 K, but be-
comes significant at high temperatures. Solid lines are numerical feedbacks calculated assuming the atmosphere fol-
lows a moist adiabatic profile; dashed lines are numerical feedbacks calculated assuming the atmosphere follows our

bulk lapse rate approximation.

bulk lapse rate, so T = T (p/p,)"r. We explore the surface
temperature dependence of spectral feedbacks at high and
low relative humidity (RH = 0.8 and RH = 0.1), without CO,
and with 400 ppm of CO,, for four sets of calculations in total.

To compare our analytic expressions against the 1D calcula-
tions we need to specify the scaling constants ¢, 1,00 Conr
and Cco, We pick these constants to match the 1D calculations
at RH = 0.8 and 400 ppm of CO,. The temperature depen-
dence varies significantly between different feedbacks, so we
choose gy to match A, at low temperatures (7 = 250 K),
Cene to match Ay at high temperatures (7, = 330 K), and H,0
and €co, to match Ao and /\CO around Earth’s present- day
mean temperature (T =290 K) Table 1 gives the resulting
values for the above 1D calculations with bulk lapse rates,
and for another set of 1D calculations with moist lapse rates.
In agreement with Fig. 7, the scaling constants vary little be-
tween the two sets of calculations. In this section we choose
the scaling constants to match the idealized 1D calculations
with bulk lapse rates, while section 6 considers a feedback
calculation specifically for present-day Earth, and so uses
the scaling constants that match the moist adiabatic calcula-
tions. Regardless of the exact values, the scaling constants
are always of order unity.

Figure 8 shows that our analytic expressions successfully
capture the basic state dependence of ALw as well as of its
spectral constituents. The longwave feedback Apw is sensitive
to changes in surface temperature, but it also varies in re-
sponse to humidity and CO, changes. Comparing the left and
right columns in Fig. 8, A w becomes larger with decreasing
relative humidity (also see McKim et al. 2021). Comparing
the top and bottom rows, adding CO, to an atmosphere with-
out any CO, evens out the temperature dependence of A,
by decreasing Apw at cold temperatures and increasing Apw
at high temperatures. Importantly, the analytic expressions
capture most of the variation in Apw, including its state
dependence.

To understand the behavior of A;w we turn to the individ-
ual spectral feedbacks. The surface feedback Agy,¢ is generally
the dominant term in the spectral decomposition. Without
CO,, Agyt makes up at least 90% of Apw below 300 K. The
presence of CO, decreases Ag,f but even in this case Agy
makes up at least 60% of Apw below 300 K. Our analytic ex-
pressions thus agree with previous studies which showed that

Earth’s longwave feedback is dominated by the surface feed-
back (Koll and Cronin 2018; Raghuraman et al. 2019). This
situation changes at high temperatures, however, once the
surface window closes, at which point A;w becomes domi-
nated by atmospheric feedbacks.

In line with section 4, the CO, band feedback acts to stabilize
Earth’s climate in warm climates, and its importance increases
with surface temperature. Below 300 K, )‘coz contributes less
than 20% of the total feedback, but its magnitude grows rapidly
with surface temperature such that at 330 K and high relative hu-
midity ACOZ makes up almost 70% of Apw. Interestingly, for
large RH A, becomes equal to Ag,s at surface temperatures
around ~305 K. Extrapolating from these 1D calculations
to Earth’s spatial feedback pattern, we can expect that
Earth’s feedback is dominated by the surface in most re-
gions, but that atmospheric feedbacks become important in
the inner tropics—an issue explored in detail in section 6.

Finally, again in line with our analytic results, the two water
vapor feedbacks Ay 0 and Acy have opposing signs. At high
relative humidity /\H o and Acy partially cancel. In contrast, at
low relative humldlty Aent becomes negligible while )‘HZO only
changes moderately—a non-Simpsonian effect. The different
sensitivity to RH arises because the continuum’s optical thick-
ness scales as 7., * RHZ, whereas the optical thickness in the
water vapor bands only scales as 7;  « RH. Decreases in rel-
ative humidity therefore increase Apw both by increasing the
surface feedback A, and by reducing Ac,, so that H,O acts
as a net stabilizing feedback. Comparing A, , and )lcoz at
present-day CO, levels, we see that the two feedbacks are
roughly equal in magnitude. Non-Simpsonian H,O effects are
thus about as important as the CO, band for Earth’s current
longwave feedback.

6. The spatial pattern of Apyw

In the previous two sections we demonstrated that the ana-
lytic expressions summarized in Table 2 accurately capture the
behavior of Earth’s emission temperature 7,4 as well as the
state dependence of Arw. These feedback expressions can be
interpreted as either a model for the global-mean feedback or
as a model for the local feedback of an isolated atmospheric
column, so the state dependence of A w shown in Fig. 8 should
also appear as a spatial dependence in Earth’s clear-sky long-
wave feedback.
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FIG. 8. Spectral feedbacks calculated using PYRADS and assuming a bulk lapse rate (symbols) compared against
the analytic scalings (lines). (top) Calculations without CO, and (bottom) with 400 ppm of CO,. The large panels
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In this section we therefore analyze the spatial pattern of Apw
for Earth’s present-day climate. First, we generate a map of Apw
using the radiative kernel technique (Soden et al. 2008). Next, we
generate a map of Apyw using our analytic expressions. The radia-
tive kernel technique cannot be used to determine the feedback
contributions of individual gases and our analytic expressions only
account for the feedback from Earth’s dominant greenhouse
gases, H,O and CO,, whereas the radiative kernel includes addi-
tional greenhouse gases such as O; and CHy. We therefore split
ALw into only two terms, namely, the surface feedback Ag, and
the atmospheric feedback Ay = Apw — Asur Despite the ideal-
izations in our analytic approach compared to a full radiative ker-
nel, we find that the resulting feedback maps are in qualitative
agreement. This allows us to attribute the spatial pattern of Apw,
as deduced from the radiative kernel, to geographic variations in
the inputs of our analytic model.

a. Inputs for feedback maps

For the kernel calculation, we use the HadGEM?2 radiative
kernel. For consistency with the analytic model (which

assumes the stratosphere is isothermal and at a fixed tempera-
ture), we set the kernel to zero in the stratosphere. The tropo-
pause is defined as in Soden et al. (2008): the tropopause
pressure py, increases linearly with latitude, from 0.1 bar at
the equator to 0.3 bar at the poles. The analytic model also as-
sumes RH stays fixed under surface warming, so we do not in-
clude RH changes in the kernel calculation. Doing so is
justified because the RH feedback only makes a minor contri-
bution to Apw in individual climate models, and it moreover
tends to cancel in the multimodel mean (Zelinka et al. 2020).
To compute the forced response, we use HadGEM2 climatol-
ogies from the CMIPS5 archive for a preindustrial control
simulation and an abrupt-4xCO?2 simulation, where the cli-
matologies are 50-yr averages (for 4xCO,, years 100-150 af-
ter increasing CO,). Multiplying the kernel with the forced
response gives a map of the change in top-of-atmosphere
(TOA) radiation (Soden et al. 2008). To compute a feed-
back, one additionally needs to normalize the change in
TOA radiation by a change in surface temperature. Consis-
tent with our assumption of an isolated atmospheric column
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TABLE 2. Summary of main theoretical results.
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1 V.2
Teo (v) = T|l———
COZ( ) Tco, ("M co,
1+ W/ (v (p Y+ vy W)
THZO(V) = T0 _ Ywv Yir TS
7THZO(V)RH 0
12y, —a)
= T (Z'wi — a)ylr e
cnt o7 » p2
T RH
Feedbacks
“Agurt = Cour X WT; T, Av g e Ton
_ dB]7 dTHzo(ﬁ)
Mo = o X T |, Tar, Ao
H,0 S
dB, dT_, . _
Ay = chXTrdT . XﬁXAvsur[(l—e ent)
zdeVO Ts dvcold
Cco, 'YT; a7 log| T, - [WBVO(TS) - WBV('(TSmH)] X ar. atlow T
“Aco, = ‘
: dBVo chold ;
T ar (Vhot = Veord) + 0 at high T,
Tcold §
we compute local-local feedback maps, that is, we divide _ WvpP (59)
the local change in OLR deduced from the kernel by the WvP
local change in surface temperature (Feldl and Roe 2013; ‘[ P qdplg
Armour et al. 2013; Bloch-Johnson et al. 2020). To distin- Py 60
guish between surface and atmospheric feedbacks in the TP Y ' (60)
kernel method we compute the clear-sky longwave feedback b a.4pg
tp

ALw and the surface feedback Ay, where the second is
equal to the surface kernel; the atmospheric feedback is
then computed as the residual Ay = ALw — Agure-

We compare the kernel-derived feedback maps against maps
from our analytic expressions. The surface feedback Agy is the
same as in section 5, while the atmospheric feedback is the
sum over all atmospheric terms A, = )‘coz + )‘Hzo + At
The analytic expressions require six input parameters:
CO, concentration, surface temperature 7y, stratosphere
temperature 7., relative humidity RH, temperature lapse
rate vy, and the change in lapse rate under surface warming
dy,/dT,. Except for the lapse rate change dv,,/dTs, all these
inputs can be obtained from a single climate state (here, the
HadGEM?2 preindustrial state) and do not require knowl-
edge of the climate’s forced response. CO; is set to be spa-
tially uniform at 400 ppm (results are highly similar if using
a preindustrial 285 ppm); the surface temperature 7y is
taken as the air temperature at 2 m; and the stratospheric
temperature T, is set equal to the temperature at the tro-
popause pressure level, Tgar = T(pyp), Where py;, is defined
using via the above tropopause definition of Soden et al.
(2008). The relative humidity RH is set equal to the column
relative humidity, defined as the ratio between the atmo-
spheric column’s water vapor path and its water vapor path
at saturation (e.g., Bretherton et al. 2005),

Here the vertical integral is taken from the tropopause py,
down to the surface to exclude the strongly subsaturated
stratosphere. One could in principle also approximate RH us-
ing other measures of atmospheric humidity; however, the
column relative humidity is a natural choice because it cor-
rectly captures the atmosphere’s total water vapor path, which
in turn determines the width of the window region and Agy,f.

Next, the lapse rate vy, = dInT/dInp varies strongly in the
vertical. We compute a bulk lapse rate using a mass-weighted
vertical average,

1 (Prpdl
J, o

— | ===ap, 61
Pl—PtpplpTde (61)

Yr T

where the average is taken from the tropopause p;, down to a
near-surface pressure p;. Some polar regions have such strong
surface inversions that the inferred bulk lapse rate becomes
negative, whereas our derivations break down if vy, < 0. At
the same time, the map of v, should reflect near-surface in-
versions over subtropical eastern ocean basins and deep
boundary layers over tropical land, discussed below. We
therefore define p; similar to py,, as varying linearly in latitude
from p; = 1 bar at the equator to p; = 0.85 bar at the poles.
One could also evaluate vy, using the bulk lapse rate definition
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FIG. 9. Input data used to evaluate the analytic feedback maps in Fig. 10. (top),(middle) Fields from a HadGEM2
preindustrial simulation. (bottom right) The normalized bulk lapse rate change dIn(vy;)/dT; computed using the

HadGEM2 4xCO,; and preindustrial simulations.

from Eq. (6) in combination with a tropopause definition;
however, this approach makes the inferred lapse rates quite
sensitive to the tropopause definition, which we sidestep by
using the mass-weighted average in Eq. (61) instead. Finally,
the only input in our analytic expressions that requires informa-
tion about the climate’s forced response is the change in lapse
rate dvy,/dT, which is computed using the difference in v, be-
tween the HadGEM?2 4xCO; and preindustrial simulations.
Figure 9 shows maps of the input data from HadGEM2,
which we use below to evaluate the analytic expressions. In
the top two rows, large variations are notable in the maps of
surface temperature 7y, column relative humidity RH, and
bulk lapse rate v, In contrast, apart from minor stationary
wave patterns in the northern midlatitudes, the stratospheric
temperature 7, is zonally fairly uniform and varies by only
about 20 K between the equator and poles. The bottom row
shows the normalized bulk lapse change, dIn(y,)/dT, =
1/(Ay) X (Ay,/AT,), computed using the bulk lapse rate
difference Avy,, between 4xCO2 and preindustrial simula-
tions. The bulk lapse rate change shows an equator—pole
contrast, with a decrease in v, at low and midlatitudes and
an increase in v, at high latitudes. This contrast is in line
with previous studies—for a moist adiabat the atmospheric
temperature—pressure profile becomes less steep under
warming, so vy, decreases in the tropics, while the opposite
occurs at high latitudes (e.g., Payne et al. 2015; Cronin and

Jansen 2016; Stuecker et al. 2018). There is also a noticeable
tropical land—ocean contrast in the bulk lapse rate change, with
tropical land areas showing near-zero lapse rate change. This is
likely due to compensation between moist-adiabatic warming
aloft, which is uniform across the tropics and tends to decrease
Y, and amplified land surface warming, which increases vy,
(Byrne and O’Gorman 2013). Conversely, subtropical east-
ern ocean basins have the same moist adiabatic warming
aloft but suppressed surface warming, both of which con-
tribute to strong decreases in ;.

b. Feedback maps

Figure 10 shows the feedback maps resulting from kernel
and analytic calculations. Overall, we find good qualitative
agreement between kernel-derived feedbacks and our ana-
lytic approximations. The global pattern of A;w in both maps
shows clear contrasts between the high latitudes, subtropics,
and inner tropics (Fig. 10, top row). The value of Apy is small-
est in the inner tropics, especially in the intertropical conver-
gence zone (ITCZ), while it is largest in the subtropics,
especially over eastern ocean basins. The agreement is less
good at small scales, with the analytic map of Apw showing
less regional structure and deviating from the kernel-derived
map in continental interiors and over the Southern Ocean.
This is plausible given the idealizations in our derivations,
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FI1G. 10. Feedback maps showing feedbacks computed (left) with a radiative kernel and (center) with our analytic expressions. The ana-
lytic maps are calculated from the inputs shown in Fig. 9. (top) The net longwave clear-sky feedback A w, (middle) the surface component
Asurt, and (bottom) the atmospheric component A,,. Means above each panel are area-weighted global means that are weighted by the

pattern of surface warming. (right) Zonal mean values.

such as representing realistic vertical temperature profiles by
a smooth power law. However, small-scale differences tend to
cancel when taking a zonal or global mean. The zonal mean
of Apw in our analytic estimate agrees with the zonal mean of
the kernel Apw to within 11% at each latitude. The global-mean
values of Apw are almost identical, with —2.15 W m™? K™! for
the kernel calculation and —2.16 W m™2 K™ for the analytic
estimate. Note that these global mean averages are weighted by
the HadGEM2 pattern of surface warming, which is required to
convert a local-local feedback map into a global mean (Feldl
and Roe 2013; Armour et al. 2013).

The qualitative agreement between the Apw maps also
holds separately for surface and atmospheric feedbacks,
though differences are larger here. The kernel-derived map of
Asure 18 almost uniform at high latitudes, large in magnitude
over subtropical desert regions, and small in magnitude over
the ITCZ. The analytic map of Ay, qualitatively matches this
pattern, though it overpredicts the magnitude of Ag, in the
global mean by 0.18 W m~2 K™, or 13%. Conversely, the an-
alytic estimate underpredicts A, relative to the kernel-
derived map in the global mean by 0.17 W m 2 K1, or 22%.
In addition, the analytic A, map predicts that the atmospheric

feedback goes almost to zero at the poles, whereas the kernel-
derived A,y map shows a small but clearly nonzero feedback.
The strong differences at the poles again presumably arise
because our derivations fail to capture the atmospheric feed-
back response in areas with inversions and other complex
temperature—pressure profiles.

In addition to an overall spatial agreement, both kernel and
analytic feedback calculations agree that the surface domi-
nates the net longwave feedback. Figure 11 shows that the
surface’s contribution to the total feedback is about 50% at
low latitudes and increases toward the poles, reaching about
75% in the kernel maps and over 90% in the analytic maps.
One plausible reason why the analytic maps tend to overesti-
mate Ag,/Apw at high latitudes is that our expressions do not
include minor greenhouse gases such as ozone or methane.
Any additional atmospheric absorption from such gases re-
duces the window width via Av_ ;X e” " and thus also the
surface feedback Ag,¢ (also see Feng et al. 2023). This effect
should be most clearly visible at high latitudes, where water
vapor concentrations are low and Avy,,¢ is large, while at low
latitudes Av . X e " is already small due to the water vapor
continuum, leaving less room for other greenhouse gases to
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FIG. 11. Zonal mean fraction of the surface feedback to the net
feedback, Ag.r/ALw, based on the radiative kernel (solid) and our
analytic expressions (dashed).

affect Aq.. Nevertheless, in line with the results from section 5,
both kernel and analytic maps show that A; w is dominated by
Asurt across most of the globe. In contrast, atmospheric feed-
backs only start to rival Ag,¢ in the inner tropics and particularly
inside the ITCZ (Fig. 10). Our finding agrees with other pub-
lished estimates: the simple area-weighted global mean of
Asurt/ALw 18 60% in our kernel calculation and 67 % in our ana-
Iytic estimate, well in line with the results of Raghuraman et al.
(2019), who deduced 63% using a different methodology.
Similarly, Feng et al. (2023) found that Ag,/Apw varies be-
tween 88% at the poles to 50% in the tropics, in good agree-
ment with Fig. 11. We conclude that our analytic model of

Correlation with HadGEM?2 input maps of
... kernel Ag,r in tropics
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ALw has notable biases at regional scales but it is sufficient to
understand the factors that underlie the large-scale pattern of
ALw, Which we turn to next.

¢. What controls the large-scale pattern of Apw?

The match between our analytic model and the kernel cal-
culation implies that one can explain much of the spatial
structure of ALw in terms of the analytic model’s input
parameters. We do this by calculating correlations between
Asurt and Ay from the kernel-derived feedback maps against
the analytic model’s five main inputs: surface temperature
Ty, column relative humidity RH, stratospheric temperature
Tirat, bulk lapse rate v, and the change in bulk lapse rate
under warming dv,/dT,. Spatial CO, contrasts are small
(e.g., Fraser et al. 1983), and so do not need to be considered
here.

Figure 12 shows the resulting spatial correlations between
the kernel-derived feedback maps (left column of Fig. 10) and
the five inputs from HadGEM?2 (Fig. 9). Because the feedback
maps differ strongly between tropics and extratropics in terms
of zonal variation and magnitude, we compute correlations
separately in these two regions (data are split based on being
equatorward or poleward of 30° latitude). Based on the inher-
ent correlations between the five input maps, we consider a
correlation significant if its coefficient exceeds |r| = 0.75 (the
largest intrainput correlations are r = —0.71 between 7§ and
Tsrat in the tropics, and r = —0.76 between Ty and dv,/dT in
the extratropics; not shown).

In line with our analytic model, we find that the kernel-
derived Agy,f is strongly correlated with column RH in the
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FIG. 12. Spatial correlation between the kernel-derived feedback maps of Agy¢ and Aum (Fig. 10, left column), and
the inputs to our analytic model (Fig. 9). (top) Correlations between inputs and A, (bottom) correlations between
inputs and A,y (left) Correlations inside the tropics; (right) correlations in the extratropics. Dark colors highlight par-
ticularly strong correlations (|r| = 0.75), while the tropics and extratropics are defined as all points equatorward and

poleward of 30° latitude, respectively.
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tropics (r = 0.83), while it does not show strong correlation
with any inputs in the extratropics (|r| < 0.4). This under-
lines the importance of the subtropical dry radiator fin re-
gions for Ag,s, Which are clearly visible as the dark blue
regions in Fig. 9 (top right) and the yellow regions in Fig. 10
(center left). As expected, the sign of the correlation is posi-
tive which means Ag,,s becomes less negative, or less stabiliz-
ing, as column RH increases.

Next, we find A, is most strongly correlated with vy, and
dvy,/dT; in the tropics (r = 0.75 for both), and with dv,/dT in
the extratropics (r = 0.88). Of the two parameters that show
strong correlations with A, in the tropics, vy, and dy,/dTy,
which one is more important? We performed a test with the
analytical model in which we set dy,/dT, = 0 (not shown).
Doing so eliminates most tropical structure in the map of
Aatm, Which indicates that A,y is largely determined by
dy,/dTg, not y,.. The correlation between A, and dvy, /dT,
is positive, which is intuitive: A,, becomes more negative
if the upper atmosphere warms more relative to the surface,
i.e., if y, decreases. The spatial variability of A,y is largest in
the tropics, and can be can be understood in terms of the map
of dy,/dT already discussed in section 6a: tropical A, is large
over subtropical eastern ocean basins due to suppressed sur-
face warming, and small over land due to enhanced surface
warming, where these warming patterns are relative to the ap-
proximately uniform warming of the tropical free troposphere
(Byrne and O’Gorman 2013).

The correlations shown in Fig. 12 are between fields de-
rived from two independent methods, and so are nontrivial.
Appendix C shows that the same analysis performed with Ag¢
and A,y from our analytic feedback maps identifies the same
dominant relations (e.g., As,t is most strongly correlated with
column RH in the tropics), though most correlation coeffi-
cients are unsurprisingly even larger (e.g., r = 0.93 for the
analytic Ag,s and tropical column RH). Our results thus
underline that the spatial pattern of Apw can be understood,
at least in rough terms and on large spatial scales, by Earth’s
spatial pattern of relative humidity and lapse rate changes.
Relative humidity and lapse rate changes dominate the pat-
tern of Apw in the tropics, where they control Ag, ¢ and Ay,
respectively, while lapse rate changes dominate the pattern of
Aatm in the extratropics.

7. Discussion and conclusions

In this paper we have presented a novel decomposition of
Earth’s clear-sky longwave feedback Apw into four spectral
components, namely, a surface Planck feedback (Ag,f) and
three atmospheric feedbacks: a CO, band feedback (ACOZ), a
(non-Simpsonian) water vapor band feedback (/\HZO), and a
destabilizing water vapor continuum feedback (Ac,). We have
derived simple analytic expressions for each of these spectral
feedbacks, which accurately reproduce the results of line-by-
line calculations and qualitatively match the feedback map
computed from a radiative kernel. In principle one could ex-
tend this approach even further to account for additional
complicating factors, such as the effect of additional green-
house gases or a more realistic stratosphere. However, our
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results already show that from a radiative perspective the fac-
tors determining Apw can be understood fairly easily, adding
further support to the close agreement between observations
and climate models.

The picture of Earth’s clear-sky longwave feedback that
emerges from this perspective is relatively simple, consisting
of a surface feedback plus atmospheric feedbacks from CO,
and H,O. At present the surface feedback Agy,¢ is the most im-
portant contributor in the global mean and at most latitudes,
with its spatial pattern determined by the distribution of at-
mospheric water vapor. Ag,y is largest in the dry subtropics,
consistent with the view that these are the locus of Earth’s
stabilizing longwave feedback (Pierrehumbert 1995; McKim
et al. 2021), and smallest in the inner tropics, where the sur-
face’s emission is blocked by the H,O continuum. The at-
mospheric feedbacks from the CO, and H,O bands play a
supporting role to Ag,¢ at mid- and high latitudes, but they
rival the surface feedback in the inner tropics, with the
global pattern of A, largely determined by the pattern of
the atmospheric lapse rate change dv,/dT;. The H,O con-
tinuum provides a negligible feedback below ~310 K (see
section 5), but the continuum itself is still important through
its influence on Agy,y.

This spectral picture is arguably a more intuitive starting
point for reasoning about different climates than the conven-
tional decomposition of Apyw into Planck, lapse rate, and wa-
ter vapor feedbacks. As discussed by Cronin and Dutta
(2023), it is nontrivial to accurately estimate the supposedly
simple Planck feedback from first principles. Similarly, one
can qualitatively reason that lapse rate and water vapor
feedbacks both increase in magnitude under global warm-
ing, but these are large and of opposite sign, so it is difficult
to predict their net change and, by extension, the 7, depen-
dence of Apw, in the conventional decomposition without
resorting to numerical models. The strong cancellations be-
tween Planck, lapse rate, and water vapor feedbacks can be
alleviated by considering conventional feedbacks in a fixed
relative humidity framework (Ingram 2010; Held and Shell
2012), but this comes at the cost that the state dependence
of the Planck feedback is no longer trivial to understand at
fixed RH.

In contrast, the state dependence of A is fairly straight-
forward to understand from a spectral perspective, at least in
broad brushstrokes. For present-day Earth the 7 dependence
of Apw is dominated by the surface in most regions. If relative
humidity is fixed, Aq,s increases at very cold temperatures,
peaks around 260-290 K depending on RH, and then de-
creases again (see section 5). The decrease is rapid at high
RH due to the H,O continuum, but much slower at low RH.
Atmospheric feedbacks also have state dependence. All of
them increase in magnitude as the atmosphere warms, and
are further amplified by a weakening lapse rate. In the tropics
the state dependence of Apw is thus set by the interplay be-
tween a decreasing surface feedback and increasing atmo-
spheric feedbacks. This can lead to surprising dynamics—at
high RH, Ag,¢ decreases in magnitude more rapidly with
warming than the atmospheric feedbacks from A, and A0
increase. As a result, Aw becomes nonmonotonic with
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warming and develops a local minimum around ~310 K,
which leads to a local maximum in climate sensitivity (Seeley
and Jeevanjee 2021).

The state dependence of Apw at temperatures far above
~310 K is beyond the scope of this paper, but a spectral per-
spective points to the importance of stabilizing H,O and CO,
bands versus the destabilizing H,O continuum as Earth ap-
proaches the runaway greenhouse. The main caveat here is
that Earth’s net feedback does not necessarily stay domi-
nated by ALw at very high surface temperatures, and atmo-
spheric feedbacks are also complicated at high temperatures
by effects such as nondilute thermodynamics and surface
pressure changes (Goldblatt et al. 2013; Ramirez et al.
2014).

There are several remaining shortcomings in our analysis of
ALw that are beyond the scope of this paper. A major one is
our assumption that the atmosphere can be described by a
single bulk lapse rate, such that temperature has to monotoni-
cally decrease with altitude. In the real world inversions are
common, particularly in polar regions and over subtropical
oceans. Comparable to the long-standing discussion about
how to interpret the lapse rate feedback at high latitudes in
the conventional decomposition (e.g., Cai and Lu 2009; Payne
et al. 2015; Stuecker et al. 2018; Boeke et al. 2021; Henry et al.
2021), we therefore expect that our approach here only pro-
vides a first step toward understanding the processes which
shape Apw in inversion regions.

Another assumption is that we ignore stratospheric changes,
even though stratospheric cooling induced by rising CO, levels
is a major and robust signal of anthropogenic warming (e.g.,
Vallis et al. 2014). It is notable that the radiative changes due to
stratospheric cooling are also hard to intuitively explain using
conventional feedbacks. Climate model analyses typically treat
the stratosphere’s fast radiative adjustment to CO, changes as
distinct from Planck, lapse rate, and water vapor feedbacks.
Our derivations here sidestep this issue and treat Ty, as a
fixed parameter. Similarly, our derivations ignore the potential
feedback from relative humidity changes. In reality there is no
guarantee that relative humidity will remain constant under
global warming, let alone would have been similar in past
climates. In principle our analysis starting from the emission
level approximation can be extended to estimate the feed-
backs associated with changes in either RH or Ty, RH
changes would lead to a feedback term proportional to
dT,.a/0RH, while stratospheric changes would lead to a feed-
back term proportional to 07 7,a/0 Tsirat-
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APPENDIX A

CO,, Forcing

The CO, ditch model can be used to explain the CO, forcing
in addition to the CO, band feedback. This section rederives
the CO, forcing expressions from Wilson and Gea-Banacloche
(2012) and Jeevanjee et al. (2021b), which are valid as long as
the CO, band center radiates from the stratosphere. Note that
our CO, band feedback model only considers OLR changes in-
side the CO, band (see Fig. 6). This is because the effect of
CO, on Ao OF Asut is separately considered in the derivation
of those feedbacks. Forcing is defined as the OLR change inte-
grated across all wavenumbers, however, so here we need to
consider the expanded shaded region shown in Fig. Al. The
OLR integrated across this expanded region, OLR ., is

OLR, - 2J 7B, (T, ,g)dv

Yo

= [ﬂBvo(Thot) + WBVO(Tcold)](Vhol - Vcold)
+ 277BVO(Tcold)(Vcold — )
+ 271'31/0(7“]101)(11oo = Vpoo)- (A1)
The forcing from a doubling of CO, is then
o _ _ dOLR,
€0 ™ " dlog, (qco,)
dOLR
= —In(2) +
dlng
dv dv
= —ln(Z){[fn'BV (Tyo) + 7B, (Tmld)]( hot | —_cold )
0 0 allnqCOZ dlnqCO2
dv dv
+2wB, (T, cld —27B, (T, hot .
™ VU( cold)dlnqcoz ™ Vo( hot)dlnqco2
(A2)

The minus sign in the first line ensures that forcing is posi-
tive when OLR decreases, while the base-2 logarithm is
necessary because forcing is defined with respect to a CO,
doubling. In the second step we then change the logarithm’s
base to the natural logarithm, while in the third step we
treat the emission temperatures Tyo and 7Tqqg as constant.
This is valid because the derivative of OLR with respect to
dco, is taken at fixed 7y (i.e., at fixed surface temperature,
the temperature outside the CO, band and in the strato-
sphere are both independent of CO, concentration).

The CO, band edges are defined by Tcoz(th) =Tt
and TCOZ (cold) = T ypar- Solving for vpe and veolq we find

2/,
X T
Vhot = Vo T IVIOg[qcozTcoz(Vo) ;Ot) ], (A3)
s
20y,
Veod = Vo + 1,108 ‘ICOZTEOZ(V())(;twrat } (A4)

We can see that the CO, band edges shift equally in re-
sponse to a CO, increase:
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FIG. Al. CO, ditch model for the CO, forcing. The shaded
blue area is the OLR contribution from the CO, band as well as
neighboring spectral regions. The band edges vjor and veoq vary in
response to CO, concentration dco,» while v.. is sufficiently far
away from the CO, band to be constant with respect to g o,

dvhol dvcold

——aot . A
dlnqCoz dlnqco2 v (AS)

It follows that the first term proportional to dv /
fﬂn‘?coz - dvcold/dlnqCOZ in Eq. (A2) is zero. The CO, forc-
ing is thus
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F&o, = 2@, [7B, (Ty,) = 7B, (T )], (A6)

which is identical to the analytic CO, forcing model in
Jeevanjee et al. [2021D, their Egs. (7) and (14)].

APPENDIX B

Transition from Stratospheric to Tropospheric CO,
Radiator Fin

At high surface temperatures the CO, band center tran-
sitions from mainly radiating from the stratosphere to
mainly radiating from the troposphere. Figure B1 shows
smoothed brightness temperatures 7, computed from the
1D line-by-line calculations described in section 5, with a
CO, volume-mixing ratio of 400 ppm. In the middle of
the CO, band, at about 667 cm™ !, CO, radiates from the
troposphere at surface temperatures above ~310 K. In
rough agreement with the line-by-line results, our analytic
CO, brightness temperatures predict this transition hap-
pens at a surface temperature of ~320 K (dashed lines in
Fig. B1). In practice we therefore use a transition temper-
ature of T, = 310 K for 400 ppm of CO, to determine
when CO, changes from a stratospheric to a tropospheric
radiator.
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FIG. B1. Brightness temperatures computed from line-by-line calculations and smoothed with a 50 cm ™! me-

dian filter (solid) vs analytic emission temperatures (dashed). (top) Calculations use a bulk lapse rate profile,
T(p) = T,(p/p,)" (bottom) Calculations use a moist adiabat.
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APPENDIX C

Spatial Correlations in Analytic Feedback Maps

Figure C1 repeats the same analysis as in Fig. 12, but
using the analytic feedback maps of Agyr and Ayyy. Given
that the analytic model is computed using the input

Correlation with HadGEM?2 input maps of
... analytic Agyr in tropics

KOLL ET AL.
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fields from Fig. 9, it is not surprising that most correlations
between inputs and feedback maps are even higher than
in Fig. 12. With the exception of A, in the tropics, for
which the correlation between the analytic Auy, and v, is
slightly lower than between kernel-derived Auy, and v,
Fig. C1 identifies the same strong correlations as Fig. 12.

... analytic Agyr in extratropics
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FI1G. C1. Spatial correlation between the analytic feedback maps of Ag,r and A,y (Fig. 10, right column) and the in-
puts to our analytic model (Fig. 9). (top) Correlations between inputs and A (bottom) correlations between inputs
and Ay, (left) Correlations inside the tropics; (right) correlations in the extratropics. Dark colors highlight particu-

larly strong correlations (|| = 0.8).
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