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Global climate models robustly predict that global mean precip-
itation should increase at roughly 2-3% K—', but the origin of
these values is not well understood. Here we develop a simple
theory to help explain these values. This theory combines the
well-known radiative constraint on precipitation, which says that
condensation heating from precipitation is balanced by the net
radiative cooling of the free troposphere, with an invariance of
radiative cooling profiles when expressed in temperature coor-
dinates. These two constraints yield a picture in which mean
precipitation is controlled primarily by the depth of the tropo-
sphere, when measured in temperature coordinates. We develop
this theory in idealized simulations of radiative-convective equi-
librium and also demonstrate its applicability to global climate
models.

climate change | atmospheric sciences | hydrological cycle |
atmospheric radiation

D espite its fundamental role in driving atmospheric motions,
atmospheric radiative cooling remains somewhat enig-
matic. Though the fundamentals of radiative transfer are well-
understood, translating these fundamentals into realistic cooling
rates requires complicated radiative transfer calculations that
render the final result somewhat inscrutable. As a result, we lack
simple descriptions of the radiative cooling profiles produced by
our numerical models.

One implication is that quantities that are closely tied to
radiative cooling, such as global mean precipitation, also remain
somewhat enigmatic. We do know that the atmospheric (rather
than planetary) energy budget, in which condensation heat-
ing from precipitation balances atmospheric radiative cooling,
constrains global mean precipitation P to be roughly equal to
column-integrated net radiative cooling Qnet (1-3):

LP = Quet (W/m?) [1]
(here L is the latent heat of vaporization, and we neglect sur-
face sensible heat fluxes, a point we return to below). We
also know that global climate models (GCMS) robustly exhibit
increases in P with warming of 2—3% K~  (4-6). Further-
more, recent work has attributed this increase to an increase
in downward radiative emission from the atmosphere at the
surface (7-9). Despite this progress, however, a basic ques-
tion remains unanswered: Why does this increase take on the
value that it does? Why 2 — 3% K~! and not many times larger
or smaller?

This paper aims to reveal some simple behavior in radia-
tive cooling profiles and to use it to answer this question about
precipitation change. We will focus on how vertically resolved
radiative cooling profiles change with warming, rather than
focusing on radiative fluxes at the surface or top-of-atmosphere.
In particular, we will argue, following refs. 10, 11, that water
vapor density and optical depth profiles should behave simply
when considered as functions of temperature as a vertical coor-
dinate. This implies that longwave (LW) and shortwave (SW)
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radiative flux divergences should also behave simply in temper-
ature coordinates. This simple behavior leads to a predictive
expression for d@Qnet /dTs and hence dP/dTs (T is surface tem-
perature), which we validate with limited-area cloud-resolving
model (CRM) simulations that emulate the tropical atmosphere.
We then seek insight from our results and also apply them to
GCMs.

This approach leverages the insights of refs. 10, 11 but also
builds upon their work in various ways. First, we verify some
of their ideas using comprehensive radiative transfer calcula-
tions, which to our knowledge has not yet been done. We
also shift the focus from outgoing LW radiation (i.e., ther-
mal emission to space) to atmospheric radiative cooling, and
also extend their arguments to include both the LW (ther-
mal emission) and SW (solar radiation) bands. Our work also
has precedent in ref. 9, which similarly takes an idealized
approach in analyzing the radiative constraint on hydrological
sensitivity. That study, however, used a gray radiation model
wherein the concentration of the LW absorber is not directly
tied to temperature, a link that will prove crucial here (see
Eqgs. 2—4 below).

CRM Simulations of RCE

We begin by studying precipitation change in one of the simplest
systems in which the radiative constraint on precipitation (Eq. 1)
operates, namely cloud-resolving radiative—convective equilib-
rium (RCE). This system is an idealized and isolated version
of Earth’s tropics and exhibits precipitation increases of roughly
3 — 4% K, similar to the GCM range (12, 13).

We simulate RCE using Das Atmosphérische Modell (DAM)
(14), a fully compressible, nonhydrostatic CRM, coupled to radi-
ation via the comprehensive Rapid Radiative Transfer Model
(RRTM) (15). DAM used the six-class Lin-Lord-Krueger
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microphysics scheme (16-18) and in contrast to its original for-
mulation in ref. 14 uses no explicit subgrid scale turbulence
scheme, relying instead on “implicit large-eddy simulation” (19)
(essentially just the existing numerical diffusion) for subgrid scale
transport.

Our RCE simulations ran on a square doubly periodic domain
of horizontal dimension L= 72 km, with a horizontal grid spac-
ing of dz =1 km. The vertical grid spacing stretched smoothly
from 50 m below 1,000 m to 250 m between 1,000 m and 5,000 m
and then to 500 m up to the model top at 30 km. We calculated
surface heat and moisture fluxes using simple bulk aerody-
namic formulae and used a preindustrial CO2 concentration of
280 ppm with no ozone. To explore precipitation changes with
warming, we ran five experiments at prescribed surface temper-
atures of Ts = (280,290, 300, 310, 320) K, though some of our
figures omit the 320 K run for clarity. Our runs branched off
the equilibrated runs described in ref. 20 and were run for 60 d
to iron out any artifacts from changing the domain and reso-
lution. All vertical profiles are time mean and domain mean,
averaged over the last 20 d of each run. These simulations do not
exhibit any organization or “self-aggregation” (21) (S Appendix,
Fig. S1).

Since we run with prescribed 75 and fixed CO., we are iso-
lating the hydrological sensitivity to Ts and neglecting the rapid
adjustment from COz. The former is relatively robust across
models and forcing types, whereas rapid adjustments depend
on forcing type (22, 23). The latter contributes roughly —0.5
W /m?/K in 4 x CO, experiments (22), a nondominant effect.

Ts Invariance of Flux Divergences

The simple behavior of radiative cooling alluded to above begins
with the key fact that the water vapor density

e (T)
R, T

pv=RH [2]

is (up to variations in relative humidity RH) a function of tem-
perature only. [Note that it has been shown recently that RH is
itself a function of 7' in RCE (20). Also, here p; is the satu-
ration vapor pressure of water, and all other symbols have their
usual meaning.] If we use T as a vertical coordinate, Eq. 2 then
tells us that the function p-(7") does not depend on T%. This is
what we mean by “T invariance.” We verify the T invariance
of py(T) in our simulations in Fig. 1, where indeed the p. pro-
files at different 75 collapse onto a single curve when plotted in
temperature coordinates.
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Fig. 1. Profiles of p,(T) from our RCE simulations at various T, with both
linear and log scales. These profiles are Ts-invariant in the sense that p,(T)
does not depend on T,—that is, that the p, profiles at different T; collapse
onto a single curve.
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For wavelengths A where water vapor dominates, the optical
depth 7 is just

() =w0) [ " pel) d, 31

where () is a mass absorption coefficient (units m* /kg) whose
pressure-broadening and temperature-scaling we neglect (as in
ref. 11; see also SI Appendix, text 2). Optical depth can be
interpreted as minus the logarithm of the transmission function
e~ ™) which gives the fraction of radiation emitted at a given
height that travels unabsorbed out to space. Changing variables
in Eq. 3 to temperature yields

n(T)m(A)/ po(1) 4L [4]

Tep r

where we neglect stratospheric water vapor and take the lower
limit of the integral to be the tropopause temperature Tip =~
185 K, where radiative cooling goes to 0 (see Fig. 2, which also
shows that T, is Ts-invariant). The only quantity in Eq. 4 that
might still exhibit some 7T dependence is the lapse rate I'=
— d—f, but figure 2 of ref. 11 shows that for moist adiabats typical
of the tropics, I'(T") is also fairly Ts-invariant. [For GCMs, the
presence of I'(T") in Eq. 4 will be more significant; see Applica-
bility to GCMs.] Eq. 4 then implies that 7 profiles at any A exhibit
the same 7T invariance as p,. This argument was also made by
ref. 11, and its essence goes back to ref. 10. We check its validity
with a line-by-line radiative transfer calculation in SI Appendix,
Fig. S5.

To build on this and connect it with radiative cooling, we
invoke the cooling-to-space approximation (24, 25), which says
that the spectrally resolved LW flux divergence in tempera-
ture coordinates —97 FI" (units W/m?/K/m, fluxes positive
upward, minus sign introduced for consistent sign with 9, Fy*)
is approximately

—8TFALW%7TBX(T)6_”(T)@. [5]
aT
(Note that RRTM does not use Eq. 5; we simply use it here as a
heuristic.) Since the Planck function By (T') is Ts-invariant, as is
the optical depth, we also expect —97 F1" to be Ts-invariant.
A similar argument holds for the SW flux divergence. If I is
the incident solar flux at wavelength A\ and neglecting reflection
and scattering in the near-infrared, then we have

SW_ —ra(T) 4TA
OrFX™ =—1Ie aT [6]
(ref. 24, equation 9.26). This equation is similar to Eq. 5 but
with By(T) replaced by I, and since I, is also Ts-invariant,
—97 F$W should be also.

Since the above arguments hold for all wavelengths A where
water vapor dominates, and since such wavelengths comprise
most of the LW and near-infrared SW bands, then we expect the
spectrally integrated net (SW + LW) flux divergence —0r F°*
(W/m?/K) to also be Ts-invariant. This is confirmed in Fig. 2,
which plots (=97 F*)(T) as diagnosed from RRTM coupled
to our RCE simulations. That figure also plots —9r F™°* as func-
tions of z and p to emphasize that T invariance only holds
when T is used as the vertical coordinate. SI Appendix, Figs.
S2 and S3 show that this 75 invariance holds separately for the
LW and SW.

Note that the fluxes in Fig. 2 are all-sky fluxes (which include
cloud radiative effects), whereas the foregoing arguments were
for clear skies. This is permissible because the clear-sky radia-
tion dominates in our RCE simulations (SI Appendix, Fig. S4),
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Fig. 2. Net flux divergence —3:F"®, as diagnosed from RRTM coupled to
our CRM RCE simulations at T, = (280, 290, 300, 310) K. Fluxes are plotted
from the lifting condensation level (LCL) of each simulation to 22.5 km for
clarity and in height, pressure, and temperature coordinates to empha-
size the T invariance of (—drF™)(T). The gray dotted line (Right) plots
—87F™t = 0 and shows the T; invariance of Tip = 185 K.

presumably due to the low cloud fraction (whose vertical maxi-
mum at the anvil height never exceeds ~ 10%). It is also possible
that the 7} invariance demonstrated here benefits from the fixed
temperature of the anvil cloud peak (FAT) (26-28). We will
touch upon cloud radiative effects further in section 5, when we
apply these results to GCMs.

A Simple Picture for Column-Integrated Radiative Cooling

Now that we have established the T invariance of radiative
flux divergences, we can construct a simple, quantitative pic-
ture of how column-integrated radiative cooling, and hence
precipitation, changes with surface temperature.

Let F denote radiative flux in a particular band—LW, SW, or
Net (LW + SW)-and @ the associated column-integrated free-
tropospheric radiative cooling. (If these quantities appear in a
statement with no subscript specifying a band, then the statement
is meant to hold for all bands.) We consider the free troposphere
(i.e., the troposphere above the planetary boundary layer), rather
than the full troposphere, because the radiative constraint on
precipitation

LP =~ Qnet [7]

holds best for the free troposphere (1). The underlying assump-
tion in Eq. 7 is that surface sensible heat fluxes balance radiative
cooling in the boundary layer, and so both can be eliminated
from the atmospheric energy budget by considering the free tro-
posphere. (This assumption was also made in ref. 9 and goes back
to ref. 29.) We define the free troposphere here as being above
the lifting condensation level (LCL) T1cr where clouds begin to
form and below the tropopause Tip.

We now write () as an integral of —0rF in temperature
coordinates:

TrcL
Q= (—BT/F)dT/ .

Ttp

If we approximate the change in T1.cr, as equal to the change in
T (this holds to within 10% in our CRM simulations), then the
change in @ with surface temperature is simply

Q@ _
T,

—Or Py, - 18]

In other words, since the tropospheric cooling profile
(=07 F)(T) is independent of T, increasing T just exposes
more of this profile. The contribution of this new section of
the (=07 F)(T) curve to @ is given by Eq. 8. A cartoon of

Jeevanjee and Romps

this argument is given in Fig. 3. For finite changes in 7%, Eq.
8 approximates (—9rF)(T) in the newly exposed region as
equal to —0rF at the LCL of the base state, but for small
enough changes in T, this approximation should be adequate.
Specializing Eq. 8 to the Net band and invoking Eq. 7 then yields
an equation for precipitation change with surface warming. Note
that Eq. 8 is predictive in the sense that only data from a single
simulation are required for its evaluation.

Let us then test the predictive power of Eq. 8. The pan-
els of Fig. 4 plot Q(Ts) as diagnosed directly from our CRM
simulations, along with estimates of the slope of this curve diag-
nosed via Eq. 8, for the SW, LW, and Net bands (7vLcL is
diagnosed as T at the low-level maximum in cloud fraction).
Precipitation LP is also plotted alongside Qnet. Fig. 4 shows
that Eq. 8 captures the changes in cooling in all bands. Fur-
thermore, since LP tracks Qnet closely for 290 < 75 <310 K,
Eq. 8 also captures precipitation changes in this temperature
regime.

We also see that Eq. 8 predicts a decrease in Qnet With T at
Ts = 320 K this is not an artifact but rather a real effect due to
the fact that —97 F*W tends toward zero with increasing 7 while
—d7 FSW stays roughly constant (ST Appendix, Figs. S2 and S3).
That —97 F™ approaches zero indicates that all LW frequen-
cies are becoming saturated—that is, 7 (7s) > 1 for all A. This
is the well-known “runaway greenhouse regime” (30), known to
set in at roughly 310 K in the absence of large-scale circulations
(31), as we have here, and at somewhat higher temperatures for
GCMs (32, 33).

Note that our constraint Eq. 7 appears to break down in
this Ts regime. This is due to the cooling of the atmosphere
by raindrops that absorb heat as they fall to warmer temper-
atures, an effect that exceeds 10 W/m? in the Ty = 320 K
case. This is not accounted for in Eq. 7 and also implies that
Eq. 8 will slightly underpredict precipitation change at high
Ts. The radiative constraint also breaks down at low Ts (i.e.,
Ts <280 K), where sensible heat fluxes start to dominate over
latent heat fluxes. Thus, Eq. 8 has explanatory power for pre-
cipitation changes at temperatures somewhat greater than or
equal to Earth’s mean temperature of 288 K. Outside the 290 <
Ts <310 K range, additional physics must be invoked to predict
changes in P.

Why Does Precipitation Increase at 2 — 3% K—"?

The results in Fig. 4 show that our framework has some predic-
tive power for explaining changes in Qne¢ and hence P in RCE.
Let us then try to use this framework to answer the question
posed in the introduction—namely, why does mean precipitation
increase at 2 — 3% K~'?

AT,

Thoee——— oo -

(=0rF)(TicL)

—O0rF

dQ
dT9

~ (7(9TF) (TLCL)

(W/m?/K)

Fig. 3. Cartoon depicting the increase in Q with T; in Eq. 8. Increasing the
temperature range of the troposphere exposes more of the Ts-invariant
curve (OrF)(T) (blue lines). The contribution of this newly exposed region
to column-integrated cooling is given by Eq. 8.
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Fig. 4. Free-tropospheric radiative cooling Q vs. Ts (black circles), along
with slopes dQ/dT; (red lines) as diagnosed from Eq. 8. These are shown for
the SW (Left), LW (Center), and Net (Right) bands. The black dashed lines
connect the black circles and give a benchmark slope against which to com-
pare the red lines. The Net panel also gives CRM-diagnosed precipitation
values in blue stars. See A Simple Picture for Column-Integrated Radiative
Cooling for discussion.

First, let us confirm in a back-of-the-envelope fashion that Eq.

8 indeed gives a 2—3% K~! increase in P. Combining Egs. 7
and 8 gives

din P (=97rF"")(TucL) 9]

aTe Qnet '

For T, = 300 K, where (—97F™")(Trcw) ~3 W/m?/K and

Qnet =104 W/m?, we find 45F =3% K~*, as expected. This

is also, of course, consistent with the directly diagnosed value of

In (55804 ) /10K =3.14% K.

Now, suppose we take Ts = 300 K and try to simply param-
etrize the net cooling as —97 F™* o< (T — Tip)?. Further sup-
pose (motivated by inspection of Fig. 2) that 8~ 2—that is,
that —97 F™* is roughly quadratic in (T — T;p). Then, the full
tropospheric radiative cooling is Q ~ (Ts — Tip)? T, and hence

din@Q  p+1
AT, To— Top

[10]

Note that T — T}, is the depth of the troposphere expressed in
temperature coordinates. For T = 300 K, this depth is roughly
100 K, and so Eq. 10 gives roughly 3% K ™!, consistent with the
result from Eq. 9.

On the other hand, if —97 F™°* were constant throughout the
depth of the troposphere (i.e., 5=0), then @ would just scale
with Ty — Ti,. But then it is clear that since a 1 K increase in
Ts is a 1% increase in tropospheric depth T — Tip, @ should
increase at 1% K !, just as expected from Eq. 10. The fact that Q
increases somewhat faster than 1% K~ can then be understood
as a result of the fact that —9r F™* is increasing, not constant,
with T—that is, that 5 >0 in Eq. 10. In other words, Eq. 10
implies that the order of magnitude of fractional mean precip-
itation change is set by the increasing depth of the atmosphere
Ty — Tip, which increases at O(1%) K1,

Applicability to GCMs

Now we apply the ideas developed so far to GCM simulations.
Given the complexity of GCMs, we do not aim for the same
quantitative agreement as found in the CRM case but rather to
show that the same basic ideas allow us to make an order of mag-
nitude estimate for how @ and P change with warming in GCMs.
In particular, we do not aim to capture any of the intermodel
scatter in these changes.

The key so far has been the T invariance of —97F. We can
check this in a GCM by binning GCM columns by their local T,
computing an average —Or F profile for each bin, and then check-
ing the T invariance of each of these profiles. For this, we utilize
the AMIP (Atmospheric Model Intercomparison Project) and
AMIP4K output in the CMIP5 (Climate Model Intercomparison
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Project Phase 5) archive. These experiments are atmosphere-
only and feature observed sea-surface temperatures (AMIP) as
well as uniform +4K perturbations to those observed sea-surface
temperatures (AMIP4K), with no change in CO2 concentration;
as such, they are good analogs to our fixed-Ts CRM experi-
ments. The AMIP4K experiment was part of the CFMIP protocol
(Cloud Feedback Model Intercomparison Project) (34), which
also requested the output of vertically resolved radiative fluxes
rather than just surface and top-of-atmosphere fluxes, allowing us
to compute —Or F' profiles.

Six models participated in the AMIP and AMIP4K CFMIP
experiments and provided the output we require. We begin by
analyzing the first one whose data we obtained, IPSL-CMS5A-
LR (Institute Pierre Simon Laplace Coupled Model 5A Low
Resolution). Fig. 5 shows AMIP and AMIP4K profiles of aver-
age —O7 F™** for six of our Ty bins, where for each Ty bin the
average is taken over all columns from the last 30 y of the sim-
ulation for which the lowest model-level air temperature lies in
the range (75, Ts 4+ 2K). For the AMIP4K calculation in each
panel, the T 4+ 4K bin is used, so as to compare roughly the same
columns between the two simulations. See Materials and Methods
for further details.

Fig. 5 shows that for IPSL-CM5SA-LR and a given Ts, Ts
invariance hold throughout most of the troposphere, with the
profiles diverging at some point in the lower troposphere, below
which the AMIP4K profile typically shifts downward by about
4 K relative to the AMIP profile. We interpret this downward
shift as the influence of various surface-based atmospheric layers
(e.g., subcloud layer, trade cumulus layer) on our profiles, as the
surface and hence the tops of such layers are not expected to stay
fixed in T with warming. Fig. 6 shows that this behavior is fairly
robust across our CFMIP models.

To connect this behavior with that of our RCE simulations,
note that Eq. 8 is equivalent to assuming that the —dr F™°*
profile for a climate with surface temperature Ts+ ATy may
be obtained from the —dr F™°* profile for a climate with sur-
face temperature 75 by inserting, at 711, a vertical segment
of length ATy and magnitude (—9rF**)(TrcL). Under such
an extension procedure, it is clear that Eq. 8 holds. We now
attempt the same approach for each of our GCM’s T bins; that
is, we attempt to construct, from each AMIP —d7 F™*" profile,

Ts=250, 254 K Ts=260, 264 K Ts=270,274K
o o )
INE B A
N N N
<o | ( <o | ig\ o gs-(
- © 1 = © [
) — AMIP ] ] ——
° — AMIP4K ° °
81 |- - Awpy g8 g
0 2 3 42 5 0123 42 5 0123 42 5
—9rFnet (W/m*/K) —drFnet (W/m*/K) —drFnet (W/m*/K)
Ts=280, 284K Ts=290, 294 K Ts=300, 304 K
o o o
N N 1 N
BN N B
go’ go’ go
-3 - g
4 i N
N\
o o == o
IS IS S
012345 012345 012345

~0rFet (W/m?/K) ~0tFNet (W/m?/K) ~0tFNet (W/m?/K)
Fig. 5. Profiles of —d7F"" for various T; bins for the AMIP (blue) and
AMIP4K (red) runs of IPSL-CM5A-LR, along with the AMIP.y: profiles (green
dashed) produced by extension of the AMIP profiles at Text (black dots; see
Applicability to GCMs for description). The AMIPe: profiles are overall a

decent match to the AMIP4K profiles.
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Fig. 6. As in Fig. 5, but for the T, = 290 K (AMIP) and 294 K (AMIP4K)
bins for all six CFMIP models. The AMIP¢y profiles are again a decent match
to the AMIP4K profiles, and their values — 87 F"(Text) <2 W/mZ/K at the
insertion point Tex roughly approximate the actual global dQ/dT, values
(see Applicability to GCMs).

an extended AMIP.y profile that matches the AMIP4K profile.
The issue then is how to determine the extension point Text
where the vertical segment of length ATy should be inserted.
This should be the average within each 75 bin of where the free
troposphere begins, but unlike for the CRM, the physics that sets
this level varies in time and space, complicating a direct diagno-
sis on physical grounds. Below this level, however, we expect that
I'(T) profiles within a T bin will vary much more than in the free
troposphere, due to variations in the depth and strength of stable
layers and the absence of gravity waves in convective boundary
layers (SI Appendix, Fig. S6). By Egs. 4 and 5, —0r F*** ~1/T,
and so this low-level pickup in variance in I'( T") implies a similar
pickup in variance in —91 F™* (SI Appendix, Fig. S7). We thus
determine Text for a given T bin as the T where the variance of
(=07 F™*)(T) within that bin exceeds a certain fixed threshold
(81 Appendix, 2.1 and Fig. S7; black dots in Figs. 5 and 6).

With Tex in hand, we then construct AMIP.y profiles as
described above and superimpose them on the AMIP and
AMIP4K profiles of Figs. 5 and 6, demonstrating that AMIPy
profiles can be a decent match to the AMIP4K profiles. Further-
more, in the Ts =290, 294 K bins of Fig. 6 (closely correspond-
ing to the global mean Ty in the AMIP and AMIP4K simula-
tions), the vertical dashed lines mark (—97 F™*")(Text), which
we see is somewhat less than 2 W/m? /K for each model. This
is in the neighborhood of the actual value of dQ/dTs=2.4+
0.4 W/m?/K (mean 4 1 SD across our CFMIP model ensem-
ble, corresponding to percentage increases of 2.3 +0.3% K™!),
demonstrating a plausible connection between our formalism
and the behavior of these comprehensive GCMs. Although in
some cases the AMIP. profile is not a very good fit to the
AMIP4K profile (e.g., the IPSL panel in Fig. 6), examination
of other T bins (SI Appendix, Fig. S8) shows that this is the
exception rather than the rule.

Summary and Discussion
We summarize our findings as follows:

¢ Radiative cooling profiles in temperature coordinates in RCE
are Ts-invariant (Fig. 2), yielding simple models for how @ and
P change with T (Eqgs. 8 and 10).

e These simple models capture the simulated changes (Fig. 4)
and also suggest that the order-of-magnitude of precipitation
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changes are governed by tropospheric depth, which increases
at 0(1%) K.

e For Ts-binned —Or F profiles from AMIP GCM simulations,
a procedure equivalent to that for the CRM yields rough esti-
mates of dQ/dTs close to 2 W/m? /K, broadly consistent with
AMIP4K simulations.

This work could be further developed in many ways. One
next step would be to better understand these surface-based lay-
ers, which are deeper for larger Ts (SI Appendix, Figs. S6 and
S7), and how they influence —Or F profiles. SI Appendix, Figs.
S9 and S10 show that some lower tropospheric features in the
— 07 F"°* profiles are due to cloud-radiative effects. SI Appendix,
Fig. S11 shows that relative humidity profiles, when binned as
for —97 F™°*, exhibit a similar 7 invariance aloft (in line with
the CRM results of ref. 20) but also have features that shift down
near the surface (see also ref. 35). With a better understanding
of these features, one could refine our order-of-magnitude esti-
mates for the GCMs into a more quantitative estimate capable
of predicting intermodel scatter.

There are also unanswered questions regarding the argument
given in Ty Invariance of Flux Divergences. For instance, what
are the conditions for the cooling-to-space approximation in Eq.
5 to be valid? Note that ref. 25, which is the standard refer-
ence, demonstrates the validity of the approximation empirically
but not theoretically. Also, why does the radiative tropopause
temperature Ti, appear to be fixed in our simulations? This
bears a certain resemblance to FAT but is distinct from it, as
the radiative tropopause and anvil peak are distinct features of
the atmosphere and occur at quite different heights (approxi-
mately 17 km and 11 km, respectively, in our 7s = 300 K RCE
simulation).

There is also the question of robustness of our RCE results
to choice of CRM. Uncertainties in subgrid turbulence and
microphysics schemes can lead to substantial uncertainties
in cloud cover (36, 37), potentially affecting the 7% invari-
ance exhibited here. The upcoming RCE Model Intercompar-
ison Project (RCEMIP) (38) would make an ideal venue for
investigating this.

Finally, Eq. 10 encapsulates the point made by refs. 2—4
and many others that the scaling of Quet and P with Ty need
not resemble the canonical 7% K~' Clausius-Clapeyron (CC)
scaling of py (7). The CC and mean precipitation scalings are
independent constraints with different physical origins, the for-
mer purely thermodynamic and the latter largely radiative. That
they are independent and may thus be combined without cir-
cularity is what makes them powerful, allowing for, for exam-
ple, a prediction of how convective mass fluxes change with
warming (6).

Materials and Methods

We here describe in detail our calculation of bin-averaged flux divergence
profiles from GCM output. Note that all data used in constructing all of
the figures presented here can be found at https:/github.com/jeevanje/
rad_cooling.

For a GCM column at a given longitude, latitude, and time (we use
monthly mean output), we must first identify a range of tropospheric
model levels k over which the temperature T varies monotonically. We iden-
tify the uppermost of these levels kmax as the minimum k > 10 for which
Tlk 4+ 1] > T[k]. If none such exists (i.e., no stratospheric inversion), then
kmax takes its highest possible value (i.e., model top). The minimum k value
kmin €quals 1 if there is no inversion below knax and otherwise is the largest
k < kmax such that T[k] > T[k — 1]. We then interpolate the column’s SW and
LW radiative fluxes over this T range onto a uniform T grid running from
150 to 350 K in increments of 2 K and assign these interpolated profiles,
weighted by column area, to the appropriate T bin using T[1] (where T; bin-
ning is done with the same uniform grid as for vertical levels T). We repeat
this for each GCM column over the last 30 y of each simulation, keeping
track of the accumulated column area for each bin and T level. This allows
us to produce an area-weighted average flux profile in each bin, where in
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a given bin the total area represented at each T level drops off at lower
and higher T (due to small variations in T[kmin] and T[kmax] within the bin).
These average flux profiles (one per bin) may then be differentiated with
respect to T, yielding the —7F"* profiles shown in Figs. 5 and 6. To reduce
artifacts from binning, the profiles are cut off once the total area at a given
T is less than 90% of the maximum value in the vertical (where this max-
imum value is taken throughout most of that bin’s tropospheric T range,
as expected).

The decomposition of these net flux divergence profiles into their LW
and SW components is given in S/ Appendix, Fig. S12, which shows that T
invariance aloft holds for the LW and SW separately in the GCM:s, just as for
the CRM.
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